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4 Supergravity 42
4.1 Symmetry algebras . . . . . . . . . . . . . . . . . . . . . . . . 42

A Noether charges for SUSY 48

1



B Relation for Dragon’s Theorem 58

C Notation, Convention, Formulas 61

2
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Introduction

Elementary particle physics is based on symmetry principles that are realized
in relativistic quantum field theory. The observable object in quantum field
theory is the S-matrix. Thus it is important to study those symmetries of the
S-matrix that are compatible with quantum field theory. In 1967 Coleman
and Mandula stated in their famous ”no-go”theorem that it is impossible to
combine spacetime symmetries with internal symmetries nontrivially [co67].
This destroyed the hope for a fusion between the Poincare group and the
internal symmetries. However, it was realized that this result can be cir-
cumvented by supersymmetry (SUSY), which introduces graded symmetry
algebras. SUSY relates fermions with bosons. It unifies spacetime sym-
metries with internal symmetries and it was proven to be the only possible
further symmetry beside those two [ha75] (again, under certain assumptions).

There are two ways of looking at SUSY. One is to consider the SUSY al-
gebra that acts on ordinary fields (functions of spacetime). These fields are
called component or tensor fields. The other possibility is to consider the Su-
perspace approach, which is an extension of spacetime that comes when intro-
ducing additional anticommuting coordinates. Superfields are then functions
on Superspace, and the SUSY algebra is realized as rotations and transla-
tions involving the Superspace coordinates. The advantage of the Superfield
approach is that it introduces auxiliary fields that are needed in order to
have off-shell closure of the SUSY algebra [vp03]. But this is also the disad-
vantage of the Superspace approach: in many cases it introduces too many
unphysical fields.

The ”symmetries” that describe the fundamental interactions are the Yang-
Mills (YM) theories, which come from generalizations of the definition of
a physical state in quantum mechanics. That’s why YM symmetries are
not real symmetries (i.e. transform physical states into physical states) but
rather describe the redundancy of physical states [FU97]. It is interesting how
the supersymmetric extensions of Yang-Mills theories look like. This will be
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the main focus of this work.

This thesis is organized as follows: in chapter 1 the basic tools are listed.
These are the jet space approach, the structure group and symmetry alge-
bras. Since the algebraic side will use graded Lie algebras, Bianchi identities
have to be considered.

Chapter 2 introduces N = 1 SUSY in field theories and the most general
supersymmetric Lagrangian for matter fields is constructed. This will be
used to make a consistency check of the algebra, by calculating the Dirac
bracket of the Noether charges of a SUSY transformation (Appendix A).
Then the Superspace formalism is introduced, and the connection between
Superfields and component fields is established. In the next step a similar
relation will be formulated between operators on component fields and oper-
ators on superfields.

Chapter 3 deals with supersymmetric Yang-Mills theories. First the Super-
space approach is presented which introduces vectorfields, whose components
are the gauge fields. In the next section the algebraic approach via covariant
derivatives is formulated. The constraints that have to be imposed are then
solved with the Bianchi Identities. Using the knowledge of chapter 2 the two
approaches are related and it is shown that they are equivalent after some
partial gauge fixing.

Chapter 4 provides an outlook to Supergravity (SUGRA). The symmetry
algebra which will be more general than for YM theories is presented, and
Dragon’s Theorem is stated (Appendix B).

In Appendix C there is a summary of the used notations and conventions
and a list of useful formulae.
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Chapter 1

Tools

1.1 Jet space

The concept of jet spaces [OL93] provides a framework for the discussion
of symmetries. Jet spaces are spaces whose coordinates are the ordinary
coordinates xm of a base space M (e.g. spacetime), and additional vari-
ables ∂m1···mk

φi with k = 0, 1, 2 · · · . The fields and their formal partial
derivatives are thus regarded as independent algebraic objects. These ad-
ditional variables are also called jet bundle coordinates. They are denoted
by [φi] = {∂m1···mk

φi, k = 0, 1, 2 · · · } [φi] ∈ U i. The total space M × U is
called jet space of the underlying space M . The fields as functions of the
coordinate xm ∈ M can be viewed as a map from the jet space M × U to
some number field F

∆ : M × U → F (1.1)

such that the formal derivatives agree with the partial derivatives.

1.2 Structure group

Gauge generators are denoted by δi. They act linearly on fields δiφ and fullfill
the Lie algebra

[δi, δj ] = fkijδk (1.2)

A finite dimensional representation of δi may be constructed with matrices Ti,
such that δiφ = −Tiφ where φ is some field in the representation space [dr87].
Let the commutator act on some field [δi, δj ]φ = δiδjφ − δjδiφ = −(δiTjφ −
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δjTiφ) = −(Tjδiφ−Tiδjφ) = [Tj , Ti]. On the other hand is [δi, δj]φ = fkijδkφ =
−fkijTkφ Therefore the Lie algebra for the matrices Ti is of the form

[Ti, Tj ] = fkijTk (1.3)

1.3 Symmetry algebras and Bianchi identi-

ties

In this section the general structure of closed irreducible symmetry algebras
(or gauge algebras) is analyzed for which the infinitesimal symmetry trans-
formations are derivations. Concider a set of graded derivations ∆M that
form a closed graded commutator algebra

[∆M ,∆N} = FMN
P∆P (1.4)

with some graded structure functions FMN
P = −(−)MNFNMP . The grading

of the structure functions is given by |FMN
P | = |M | + |N | + |P | mod2.

The ∆M have to fulfill the Jacobi identity because they are derivations
and commutators of derivations are again derivations. Introducing the non-
associative product A ◦ B := [A,B] introduces a derivation on the algebra
of derivations : A ◦ (B ◦ C) = (A ◦ B) ◦ C + (−)ABB ◦ (A ◦ C). This is
the Jacobi identity, using commutators d

∑

ABC(−)AC [A, [B,C}} = 0. Hence
extra signs occur as compared to the non graded cyclic sum d

∑

ABC XABC :=
XABC + XBCA + XCAB. Plugging (1.4) into the Jacobi identities yields the
Bianchi Identities

f
∑

MNP

(−)MP
(
∆MFNPQ −FMN

RFRPQ
)

= 0. (1.5)

These equations will be the crucial consistency conditions for the symme-
try algebras that will be considered. The aim is to consider field theories
with a set of elementary fields ϕ. Therefore it will always be assumed that
the ∆M are realized on functions φi(ϕ) =: φi of the elementary fields and
their derivatives. The fields φi are called tensor fields [br91]. If the real-
ization of the ∆M is linear in the ∂

∂φi , it is called a linear realization. Then

∆M = f iM(φ) ∂
∂φi with structure functions that are in general field-dependent

FMN
P = FMN

P (φ).

The physical theories are obtained by specifying the fields FMN
P in such a

way that the requirements (1.5) are satisfied. For D = 4, N = 1 SUGRA,
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which contains D = 4, N = 1 super YM, the covariant symmetry trans-
formations ∆M are split into space-time symmetries {DA} = {Da,Dα} and
internal symmetries {δI} = {lab, δi}, which generate Lorentz transformations
and Yang–Mills group actions 1. Thus {∆M} = {DA , δI} and the graded
commutator relations read

[DA,DB} = −TABCDC + FAB
IδI , (1.6)

[δI ,DA} = −gIABDB, (1.7)

[δI , δJ} = fIJ
KδK , (1.8)

with torsions TAB
C , field strengths FAB

I , representation matrices (gI)A
B,

and structure constants fIJ
K . This is not the most general form a closed

symmetry algebra of this type can have, because (1.7) contains no term with
δI on the right hand side. It is imposed that the (gI)A

B and the fIJ
K are

constant, whereas the TAB
C and FAB

I are in general field dependent [br02].
The Bianchi identities (1.5) then read for the various index pictures MNP

Q:

IJK
L : fIJ

MfMK
L + fJK

MfMI
L + fKI

MfMJ
L = 0 (1.9)

IJK
A : 0 = 0 (1.10)

IJA
K : 0 = 0 (1.11)

IJA
B : gIA

CgJC
B − gJACgICB = fIJ

KgKA
B (1.12)

IAB
C : δITAB

C = −gIADTDBC + (−)ABgIB
DTDA

C + TAB
DgID

C

(1.13)

IAB
J : δIFAB

J = −gIACFCBJ + (−)ABgIB
CFCA

J + (−)IA+IBFK
ABfKI

J

(1.14)

BI 1: ABC
D : f

∑

ABC

(−)AC(DATBCD + TAB
ETEC

D − FABIgICD) = 0 (1.15)

BI 2: ABC
I : f

∑

ABC

(−)AC(DAFBCI + TAB
DFDC

I) = 0 (1.16)

Equation (1.9) is the Jacobi identity for the structure constants of the Lie
algebra of the gauge generators. (1.13) and (1.14) state that the torsions
and fieldstrengths transform like ordinary tensors with respect to their index
picture. (1.15) is known as the first Bianchi identity and (1.16) is called the
second Bianchi identity.

1More generally there can be more symmetry generators which belong to the internal
symmetries: dilatons δW , Weyl symmetries δR and if there are more supersymmetries R
symmetries δR
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Chapter 2

Supersymmetric field theories

2.1 SUSY realization on fields

The aim of this section is to construct local quantum field theories whose
symmetry algebras contain SUSY generators. What we actually want to
construct is local actions depending on some set of elementary fields that
transform into total derivatives under SUSY transformations. In this con-
text it is useful to think in terms of jet bundles. Conceptually it is important
to distinguish between the supercharge Qα, the supersymmetry transforma-
tion Dα that should act linearly on the elementary fields, the implementation
Qα of SUSY transformations in terms of a superspace differential operator
acting on superfields, and the covariant derivative Dα that also acts in su-
perspace. Denoting the canonical coordinates by qi and a symmetry trans-
formation by δIq

i = fI
i(q, q̇) the time derivative of the Noether charge is

Q̇I = δIq
i (δL/δqi). Using the Poisson brackets

{A,B}PB := (−)iA
(
∂A

∂qi
∂B

∂pi
− (−)i

∂A

∂pi

∂B

∂qi

)

, {pi, qj}PB = −δij (2.1)

with the Noether charge we can, in turn, recover the symmetry transforma-
tion

δIA := {QI , A}PB, {QI , H}PB = 0, Q̇I = δIq
i δL

δqi
. (2.2)

Upon quantization Poisson brackets are replaced by −i/~ times commutators

i~{pi, qj}PB → [Pi, Q
j ] = −i~δij , δIA = i

~
[QI , A]. (2.3)
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The Schrödinger equation i∂tψ = Hψ implies the time evolution Ȯ = i[H,O]
of Heisenberg operators. This is consistent with

{Pm, φ}PB = −∂mφ, [Pm, φ] = −i∂mφ (2.4)

{Qα, φ}PB = −Dαφ, [Qα, φ] = −iDαφ (2.5)

{Qα̇, φ}PB = −Dα̇φ, [Qα̇, φ] = −iDα̇φ (2.6)

{Qα, Qβ̇} = 2σm
αβ̇
Pm (2.7)

{Dα, Dα̇} = 2i∂/αα̇ := 2iσmαα̇∂m (2.8)

[Dα, ∂m] = [Dα̇, ∂m] = 0 (2.9)

because {Dα, Dα̇}φ = i[Qα, i[Qα̇, φ}} + i[Qα̇, i[Qα, φ}} = −[{Qα, Qα̇}, φ] =
2iσmαα̇∂m, where [A,B} := AB − (−)ABBA denotes the graded commuta-
tor [WE83,dr87]. We also use the abbreviation vαα̇ := v/αα̇ := σmαα̇vm to write
vectors in terms of spinor indices. A consistency check of the signs may be
performed by calculating the Noether charges Qα and Qα̇ of a SUSY ac-
tion, which come from a SUSY transformation and then calculate the Dirac
bracket between them.

In order to construct a field theory with a linear realization of supersymme-
try we next have to find representations of the algebra {Dα, Dα̇} = 2iσmαα̇∂m
and then constructions of invariant actions depending on those fields. The
most natural representation is obtained by declaring Dα̇ to be ‘annihilation
operators’ on some elementary scalar field φ. Since DαDβDγ = 0 the re-
sulting (scalar) chiral multiplet consists of φ, the Weyl spinor χα := Dαφ/

√
2

and the auxiliary field F := −D2φ/4 (F is not dynamical in a renormalizable
theory since it has mass dimension 2 if φ has its canonical dimension 1). Note
that φ must be a complex field since reality of φ would imply that it is also
antichiral Dαφ = 0 and thus, because of the SUSY algebra, constant. The
action of Dα̇ on χα and F is fixed by the SUSY algebra and the definition of
these fields. Denoting the SUSY transformation with constant commuting

parameters ξα by s = ξαDα + ξ
α̇
Dα̇ we find

Dα̇φ = 0, χα = 1√
2
Dαφ, F = −1

4
D2φ, (2.10)

Dαφsφ =
√

2ξχ, sχα =
√

2(ξαF + iσaαα̇ξ
α̇
∂aφ), sF =

√
2iσaαα̇ξ

α̇
∂aχ

α. (2.11)

as is easily checked using the identities

D2 = −εαβDαDβ, DαDβ = 1
2
εαβD

2,
[
D2, Dα̇

]
= 4iDα∂/αα̇, [Dα, D

2
] = 4i∂/αα̇D

α̇
,
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which follow from our conventions

Dα = εαβDβ , εαβε
βγ = δγα, (2.12)

D2 := DαDα, D
2

:= Dα̇D
α̇
. (2.13)

2.2 SUSY Lagrangians

Invariant Lagrangians can be constructed by observing that D2D
2

acting on
any (composite) field and D2 acting on a (composite) chiral field always give
expressions that transform into total derivatives. It can be shown [br92] that
the most general supersymmetric lagrangian L that depends on a set {φi}
of chiral fields and the corresponding hermitian conjugate anti-chiral fields

{φi} is of the form1

L = −1
4
D2L+h.c., L = 3

8
D

2
K([φ,Dφ,D2φ], [φ,Dφ,D

2
φ])+g(φ), (2.14)

where g is called superpotential and K is called Kähler potential. Note that
the superpotential can be chosen not to contain any derivatives (no ∂’s and
no D’s). A redefinition K → K+f(φ)+f ∗(φ), which changes the action only
by total derivatives, is called Kähler transformation. Such a transformation
together with a suitable normalization of the chiral fields can be used to bring

an analytic Kähler potential into the form K = −1
3

∑

i φ
i
φi+. . . if the kinetic

energies are positive. The dots denote terms of dimension 3 or higher. If we
demand renormalizability such terms are forbidden and the superpotential

1 It is easy to see that all terms are of the form D2X + c.c and that all terms con-

taining chiral and antichiral fields can be written as D2D
2

Y : We define the operator tα

by tαDβφ = δα
β φi, tαD2φ = −2Dαφi and tαφi = tαφ

i
= {tα, Dα̇} = [tα, ∂a] = 0 so

that {tα, Dβ} = δα
βE(φi, χi, F i), where E is the Euler operator that counts the degree of

homogeneity in the
component fields of chiral multiplets (formally one may write ‘tα = ∂/∂(Dα)’ when

acting on chiral fields). As t and D act linearly we may decompose the action into terms
Ln of definite degree n in (φi, χi, F i). Since [D2, tα] = 2EDα and [D2, t2] = 4E(tD − E)
a supersymmetric action with DαLn = ∂aXa

α can be written as Ln = − 1

4n2 D2(t2Ln) +
1

4n2 ∂a(t2DαXa
α + 4ntαXa

α) for n > 0, i.e. Ln can be written as D2 acting on some local
function up to total derivatives. Similarly it can be shown that terms depending on

antichiral fields can be written as D
2

(−t
2Ln/4n2) and terms that depend on both, chiral

and antichiral fields, are of the form D2D
2

K.
To show that X can be assumed to depend only on φ (without derivatives) is more

complex and this result depends on the ‘QDS-structure’ of the SUSY representation on
chiral fields [br92]; note that the linear SUSY representations on local fields are infinite
dimensional because {D, D} contains the partial derivative.
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must be cubic, so that

L = −1

4
D2

(

−1

8
D

2
φφ+ g(φ)

)

+ h.c. (2.15)

g = γ + λiφ
i +

1

2
mijφ

iφj +
1

6
κijkφ

iφjφk.

In order to express the Lagrangian in terms of the chiral and antichiral mul-
tiplet one needs the relation

[D2, D
2
] = 4i∂/αα̇[D

α, D
α̇
] = (8iD∂/D + 16�) (2.16)

because of {Dα, D
α̇} = 2i∂/α̇α and ∂/∂/ = �1 with ∂/ := σm∂m and tr1 = δαα =

2. Using the Leibnitz rule evaluation of

L = (D
2
φD2φ+ 2DφDD

2
φ+D2D

2
φφ)/32− (2.17)

− (D2φi∂ig +DφiDφj∂i∂jg)/4 + h.c.

thus yields

L =− 1
2
�φ

i
φi + iχiσa∂aχ

i + F iF
i
+ (2.18)

+ F i∂ig − 1
2
χiχj∂i∂jg + F

i
∂ig

∗ − 1
2
χiχj∂i∂jg

∗,

where the kinetic terms and FF come from the Kähler potential. Integrating
out the auxiliary fields by inserting their equations of motion F i = −∂ig we
find the potential

V (φ, φ∗) =
∑

i

|∂ig|2 = |F (φ)|2 (2.19)

for the scalar fields. The terms −1
2
χiχj∂i∂jg and their hermitian conjugates

are the Yukawa couplings. (2.16) implies that we can define projection oper-
ators

Π+ =
D

2
D2

16�
, Π− =

D2D
2

16�
, ΠT = −DD

2
D

8�
= −DD

2D

8�
, (2.20)

Π+ + Π− + ΠT = 1, (2.21)

where Π+ and Π− project onto chiral and anti-chiral fields, respectively (to

see this, evaluate DD
2
D = D[D

2
, D] + D2D

2
and DD2D = D[D2, D] +

D
2
D2). ΠT is called transversal projector.
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2.3 Superspace

In the superspace approach SUSY transformations are interpreted as mo-
tions in a space with anticommuting coordinates θα and θα̇ in addition to
the space-time coordinates xm [BU98,GA83]. Complete SUSY multiplets like
(φ, χ, F ) are combined into a single superfield Φ(x, θ, θ).

The supersymmetry transformation acting on a superfield is then represented
by a linear combination of an ordinary partial derivative and a derivative with
respect to the anticommuting coordinates. With an appropriate ansatz we
find the operators

Qα =
∂

∂θα
+ i/∂αβ̇θ

β̇
, Qα̇ = − ∂

∂θ
α̇
− iθβ/∂βα̇, (2.22)

{Qα,Qα̇} = −2iσaαα̇∂a (2.23)

that obey the appropriate algebraic relations (since σm∗ = σmT and ∂/∂ψ∗ =
(−)|ψ|(∂/∂ψ)∗ we have Q∗ = Q). A superfield Φ is then a function in super-
space that satisfies

QαΦ = DαΦ, Qα̇Φ = Dα̇Φ, (2.24)

where D and D act on the component fields.2

Q does not map superfields to superfields since {Q, D} = 0 but {Q,Q} 6= 0.
To impose the chirality condition on superfields we thus need another differ-
ential operator in superspace, the covariant derivative

Dα =
∂

∂θα
− i/∂αβ̇θ

β̇
, Dα̇ = − ∂

∂θ
α̇ + iθβ/∂βα̇ (2.25)

which satisfies

{Dα, Dβ} = {Dα,Qβ} = {Dα, Dα̇} = {Dα,Qα̇} = 0, (2.26)

{Dα,Dα̇} = 2iσaαα̇∂a,

so that it preserves the superfield property [WE83]. Indeed, the chirality
condition Dα̇Φ = 0 for a superfield is equivalent to the chirality of its θ-
independent part since

Dαe
θD+θD = eθD+θD(Dα + i∂/αα̇θ

α̇
+Dα) = eθD+θD(∂θα +Dα) (2.27)

2 {Q, Q} = −{D, D} is consistent with this equation because QΦ = DΦ is no super-
field.
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The components of a chiral superfield are easily evaluated using the formulas

eθD+θD = e−iθ∂/θeθDeθD = eiθ∂/θeθDeθD, (2.28)

which follow from [θD, θD] = 2iθα∂/αα̇θ
α̇

and the Baker–Campbell–Hausdorff
formula

eAeB = eA+B+ 1
2
[A,B]+ 1

12
([A,[A,B]]−[B,[A,B]])+ multiple commutators. (2.29)

We thus obtain

Φ(x, θ, θ) = e−iθ∂/θeθDφ(x) = φ(y) + θDφ(y)− 1
4
θ2D2φ(y), (2.30)

ym = xm − iθσmθ (2.31)

and the analogous formula for anti-chiral fields by complex conjugation.
To obtain the θ-dependent components explicitly we just have to formally
Taylor-expand φ(y), χ(y) and F (y) in y − x.

Lemma 1. Every superfield F can be written in the form F(Φ) = e(θD+θD)f(φ)
where f(φ) is the θα independent part of Φ.

Proof. In the first step it is shown that Φ = e(θD+θD)f(φ) is a superfield.
Evaluating BeA = eA(B− [A,B] + 1

2
[A, [A,B]]− ...) with B := Qα−Dα and

A := θD + θD) gives [A,B] = −Dα + 2i/∂αα̇θ
α̇

and [A, [A,B]] = 2i/∂αα̇θ
α̇
.

Putting everything together QF = DF follows from Qαf = iθ
α̇
/∂αα̇f and

Q = D by complex conjugation. The second step shows that any nonvanish-
ing superfield must have a nonvanishing θ-independent part. Splitting the
superfield according to the subspaces of Superpace S =

⊕
Smn: F =

∑Fmn.
The Fmn term is then a term of degree m in θ and of degree n in θ. The
superfield conditions imply recursion relations which allow to express all Fmn
linearly in f = F00. Since the difference of the superfields F and eθD+θDf(φ)
is again a superfield, this difference must vanish, which completes the proof
of the lemma.

The map exp(θD + θD) : S00 → S is a bijection. It is surjective because
∀Φ ∈ S there exists with Lemma 1 φ ∈ S00 such that Φ = exp(θD + θD)φ.
Let Φ1,Φ2 ∈ S, with Φ1 = exp(θD + θD)φ1,Φ2 = exp(θD + θD)φ2. Then
0 = Φ1 − Φ2 = exp(θD + θD)(φ1 − φ2) ⇒ φ1 = φ2 which shows that the
map is injective. Therefore the map exp(θD + θD) is invertible and the
θ-independent part is arbitrary and determines a unique superfield.

Lemma 2. An operator O maps Superfields into Superfields iff it is of the
form
e(θD+θD)Ae−(θD+θD), where A acts on S00. A is unique.
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Proof. ”⇐”: let Φ be a Superfield and A an operator that acts on S00, then
OΦ = e(θD+θD)Ae−(θD+θD)e(θD+θD)φ = e(θD+θD)Aφ. This is with the previous
Lemma a Superfield. ”⇒”: Let O be an operator that maps superfields
into superfields, and Φ a superfield with Φ = e(θD+θD)φ. Define the map
A : S00 → S00 φ 7→ e−(θD+θD)Oe(θD+θD)φ. Then the diagram

S O−−−→ S

e−(θD+θD)

x





ye(θD+θD)

S00 −−−→A S00

is commutative because e(θD+θD) is invertible. This shows the remaining
direction. In order to show that A is unique, suppose for a given O there
exist A, Ã such that O = e(θD+θD)Ae−(θD+θD) = e(θD+θD)Ãe−(θD+θD). Then
0 = e(θD+θD)(A− Ã)e−(θD+θD) and therefore A = Ã.

From now on operators that map superfields into superfields are called
superfieldoperators.
Example. Dα = e(θD+θD)Dαe

−(θD+θD). Dα is a superfieldoperator because
{Dα,Dβ} = {Dα̇,Dβ} = {Qα,Dβ} = {Qα̇,Dβ} = 0 and therefore Lemma 2
may be used.

Indeed one could have used Lemma 2 to define the D as a natural superfield
extensions of the operators D which act on S00.

The space of all superfields forms a ring. The zerofunction is a superfield.
This shows together with the linearity of the D and Q the vector space struc-
ture. The fact that the product of two superfields is again a superfield follows
from the fact thatD and Q are derivations. Take the superfields Ψ and Φ then
Qα(ΦΨ) = (QαΦ)Ψ+(−)|Φ|Φ(QαΨ) = (DαΦ)Ψ+(−)|Φ|Φ(DαΨ) = Dα(ΦΨ).
The same for Qα̇ and Dα̇

In the same way the space of all superfieldoperators with (O1 + O2)Φ :=
O1Φ +O2Φ and the multiplication (O1 ◦ O2)Φ := O1(O2Φ) forms a ring.

The advantage of the superspace formulation is that we can rewrite the
action as a superspace integral and extend the Feynman rules to a super-
graph calculus [WE83, br96]. To this end we define superspace integration
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with {zM} = {xm, θα, θα̇} and δ-functions by

∫

dθα =
∂

∂θα
,

∫

d2θ =

∫

dθ2dθ1, (2.32)
∫

d2θ =

∫

dθ
1̇
dθ

2̇
,

∫

d4θ =

∫

d2θd2θ,
∫

d6z =

∫

d4xd2θ,

∫

d6z =

∫

d4xd2θ,

δ2(θ − θ′) = −1
2
(θ − θ′)2, δ6(z − z′) = δ2(θ − θ′)δ4(x− x′),

δ2(θ − θ′) = −1
2
(θ − θ′)2, δ6(z − z′) = δ2(θ − θ′)δ4(x− x′).

2.4 Superspace actions

Up to total derivatives the action can then be rewritten in terms of θ-

integrations. Expanding eθD+θD = 1
2
(e−iθ∂/θeθDeθD + c.c.) we find

1
2
(θD + θD)2 = 1

2
θαθ

α̇
[Dα, Dα̇]− 1

4
(θ2D2 + θ

2
D

2
), (2.33)

1
3!

(θD + θD)3 = θ2(−1
4
D2Dα̇ + i

2
Dα∂/αα̇)θ

α̇
+ θ

2
θα(−1

4
D

2
Dα − i

2
∂/αα̇D

α̇
),

1
4!

(θD + θD)4 = 1
4
θ2θ

2
(1

8
(D2D

2
+D

2
D2)−�) .

We obtain the action including the surface terms, which don’t contribute to
the equations of motion.

∫

d2θ exp(θD + θD)f(φ) = (2.34)

1
2
D2 exp(θD) f(φ) + ∂m((

i

2
Dασmαα̇θ

α̇
+ θ

2 i

4
Dασmαα̇D

α̇
+
θ

2

4
∂m)f(φ)),

∫

d4θ exp(θD + θD)f(φ) =

1

16
D2D

2
f(φ) + ∂m((

1

4
∂m +

i

4
Dασmαα̇D

α̇
)f(φ))

As usual, propagators are most easily obtained by solving the equations of
motion for the sources via evaluation of all possible projections.

Usually one is not interested in the surface terms of the action. In that case
there is an alternative way to find the SUSY action [GA83] in superspace.

From Dα = ∂
∂θα − i∂αβ̇θ

β̇
follows immediately

∫
d4xDαΦ =

∫
d4x ∂

∂θα Φ +

16



tot.deriv. =
∫
d4xdθαΦ + tot.deriv.. Therefore under the integral Dα can be

replaced by
∫
dθα. With this the SUSY action can be immediately translated

into the superspaceformalism. For the kinetic energy this gives

∫

d4xD2D
2
φφ =

∫

d4xD2D
2
ΦΦ| = (2.35)

∫

d4xd2θd2θΦΦ| =
∫

d4xd2θd2θΦΦ (2.36)

Where | means projection onto S00, i.e. put θα = 0. The first equality sign
holds because of Lemma 2 and because of the fact that Superfields form a
ring, which particularly implies with Lemma 1 ΦΦ = exp(θD+θD)(φφ). The
last equality sign holds because

∫
d2θd2θ picks out the highest component.

The equal signs have to be read modulo total derivatives. The same is true
for the superpotential:

∫

d4xD2g(φ) =

∫

d4xθ2g(Φ) (2.37)

Here the projections could be neglected because φ is chiral.
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Chapter 3

Supersymmetric Yang–Mills
theories

There are two apparently independent approaches to a supersymmetric gen-
eralization of Yang-Mills theory. One approach is the superspace formalism.
The idea is that the gauge fields are contained in superfields as component
fields. The other, more systematic approach is via the symmetry algebra.
Here the idea is to impose constraints and to solve them via the Bianchi
Identities. In this chapter these two different approaches are presented and
it is shown that they are equivalent (after some partial gauge fixing).

3.1 Superspace approach

3.1.1 Abelian gauge theories

We look for a superfield that contains the gauge fields: We might think
about a real superfield whose highest component is the gauge field. For such
a field, however, we would have to impose complicated constraints to get rid
of higher spin components. It is much easier to start from a superfield that
is based on a real scalar field C = C∗ [WE83]. Using lemma 1 and (2.33) gives

V = V † = C+θA/θ+ 1
2
θ2θ

2
(D− 1

2
�C)+

(

(θχ + θ2M + θ
2
θ(λ− i

2
∂/χ)) + h.c.

)

,

(3.1)
which already contains a real vector field A as its θθ-component. The linear
SUSY representation that comes with the real scalar superfield is therefore
called vector multiplet. To find the multiplet structure of the component
fields we use F(Φ) = exp(θD + θD)f(φ). The SUSY representation defined

18



by a superfield V is then

A/αα̇ = 1
2
[Dα, Dα̇]C = (DαDα̇ − i∂/αα̇)C = (i∂/αα̇ −Dα̇Dα)C, (3.2)

χα = DαC, λα = −1
4
D

2
DαC,

M = −1
4
D2C, DF = 1

16
{D2D

2
+D

2
D2}C.

The component fields χα, M and λα are complex. The real fields DF trans-
forms into a total derivative under SUSY transformations (such terms are
called Fayet–Iliopoulos or D-terms; they are gauge invariant and thus can
contribute to the action only for abelian factors of the gauge group). The
gauge invariant field strength vmn = ∂mAn− ∂nAm of the real gauge connec-
tion Am is contained in Dαλ

β = /vβα + iδβαDF .

Consider a chiral superfield Λ with lowest component L. Again, using super-
field expansion:

Λ = L+ θDL+ iθ/∂θL− 1

4
θ2D2L+

i

2
θ2 /∂DLθ +

1

4
θ2θ

2
�L (3.3)

Out of Λ we can construct a special real superfield by adding its complex
conjugate. A comparison with the formula above suggests the following super
symmetrization of gauge transformations

δV = i(Λ† − Λ), (3.4)

δC = 2 ImL, δχ = DL,

δAm = 2 Re ∂mL, δM = −1

4
D2L,

δλ = δDF = δFmn = 0.

This is plausible because the usual gauge transformation occurs in the term
δAm = 2 Re ∂mL. Note that the transversal projector ΠT in (2.20) projects
onto the gauge invariant content of the real superfield. For a chiral superfield
of charge q the gauge transformation and a gauge invariant kinetic energy
may thus be defined by

Φ→ eiqΛΦ, V → V + iq(Λ† − Λ), (3.5)

K(Φ,Φ, V ) = ΦeqV Φ Φ = Φ†

From now on q will not be written explicitly, which amounts to qΛ→ Λ.
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In the superspace version polynomials and exponentials in the superfields
are rather tedious to evaluate and we can use supergauge transformations to
set C = χα = M = 0. This is called the Wess–Zumino gauge. The remaining
gauge freedom is the ordinary gauge transformation of the vector component
field Am: δAm = 2 Re ∂mL. The Wess–Zumino gauge breaks supersymme-
try [GA83]. This can be seen by performing a SUSY transformation on a
vanishing component field of V

δSUSY χα = (ξD + ξD)χα = 2ξαM + ξ
α̇
(Aαα̇ − i/∂αα̇C) (3.6)

Therefore the nonvanishing component Am does not belong to a linear SUSY
representation (except for the trivial case). Further more a V field in the
Wess–Zumino gauge is no longer a superfield, because it has vanishing low-
est component, but a non-vanishing θθ-component which is not compatible
with Lemma 1. For the remaining gauge freedom the Λ-fields which are
compatibel with the Wess –Zumino gauge have only θθ components which
are real. Similar as above such a restricted Λ is no longer a superfield and
its non-vanishing component is no linear SUSY representation (except for
the trivial case where it is constant). In the Wess–Zumino gauge the gauge
interaction is manifestly renormalizable [WE83].

Concider the superfields

Wα := −1

4
DDDαV (3.7)

Wα̇ := −1

4
DDDα̇V

These fields are called supersymmetric field strengths [WE83]. Using Lemma

2 on Wα = −1
4
DDDαe

(θD+θD)C and on Wα̇ shows that the lowest components
of the Wα are the λα. Right from the definition follow the chirality conditions
Dα̇Wa = DaWα̇ = 0. Furthermore the Wa are gauge invariant because Λ is
chiral:

Wα → −
1

4
DDDα(V + Λ + Λ†) = Wα +

1

4
D
α̇{Dα̇,Dα}Λ (3.8)

= Wα +
i

2
/∂αα̇D

α̇
Λ = Wα

Analogously for Wα̇. In order not to get confused with the bunch of fields
which come with the superfield formalism, we summarize to
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name superfield lowest component physical content
vectorfield V C Am , λα
chiral field Λ L ∂mL
supersymmetric Wα λα Fmn, λ, D
field strength (gaugino)

3.1.2 Non-abelian gauge theories

The generalization to non-abelian gauge theories introduces for each element
δi of the structure group a vector superfield V i. Denote V = V iδi and
Λ = Λiδi, which is consistent with the abelian case where the structure
group consists only of one element. For a given element δi of the structure
group there comes a whole Superfield V i. The corresponding vector multiplet
of the component fields is called gauge multiplet of the δi factor. It will
be convenient to work with a unitary representation of the structure group
δiφ = −iTiφ, with hermitian representation matrices Ti. The abbreviations
from above read then V = −V iTi and Λ = −ΛiTi. We let Φ become vectors
that transform in some representation. of the gauge group. Then supergauge
transformations are defined by [WE83]

Φ′ = eiΛΦ, eV
′

= eiΛ
†

eV e−iΛ ⇒ V ′ = V + i(Λ†−Λ) +O(Λ2). (3.9)

and supersymmetric gauge-covariant field strength can be defined by

Wα = −1
4
D

2
e−V Dαe

V ⇒ W′
α = eiΛWαe

−iΛ, (3.10)

3.2 Supercovariant derivatives and

Bianchi identities

In an alternative approach to super Yang–Mills we start with the covariant
derivatives

Da = ∂a + Aiaδi → Dα = Dα + Aiαδi (3.11)

and try to impose reasonable constraints on the covariant field strengths FAB
defined by

[DA,DB] = −TABCDC + F i
ABδi, (3.12)

[δi, δj ] = fij
kδk, (3.13)

Tαβ̇
c = −2iσc

αβ̇
, (3.14)

with all other torsion components vanishing. The constraints must be consis-
tent with the Bianchi identities (1.9)-(1.16).The first Bianchi identity, which
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arises as the coefficient of DA in the Jacobi identity, is trivial in flat space
with only internal symmetries. The second Bianchi identity reads

f
∑

ABC

(−)AC
(
DAF i

BC + TAB
DF i

DC

)
= 0 (3.15)

In SUSY there are two types of constraints: The first type can be imposed
by a mere redefinition of what we call the covariant derivative. Such conven-
tional constraints are familiar from Riemannian geometry: There we can ab-
sorb the torsion Tab

c into a redefinition of the spin connection ωm
ab that deter-

mines the covariant derivative and thus replace a general metric-compatible
connection by the Christoffel connection. This is a mere change of basis of
the covariant local coordinates of the jet bundle and the torsion then becomes
a particular tensor field that may (or may not) be set to 0. Computing the
field strengths in terms of the connections we find

F i
αβ̇

= DαA
i

β̇ +Dβ̇A
i
α + AjαA

k

β̇fjk
i − 2iA/iαβ̇, (3.16)

so that F i
αβ̇

= 0 can be imposed as a conventional constraint.1

In order to construct gauge invariant interactions for matter fields we want
to impose a covariant chirality condition Dα̇φ = 0. Covariantly chiral fields
can, however, be charged under the gauge group only if {Dα,Dβ} = F i

αβδi
vanishes. We thus impose the standard constraints

F i
αβ = F i

α̇β̇
= 0, F i

αβ̇
= 0. (3.17)

The general form of the gauge algebra, with the non-vanishing commutation
relations

[Da,Db] = F i
abδi, (3.18)

[Dα,Da] = iσa αβ̇W
iβ̇
δi, (3.19)

{Dα,Dβ̇} = 2i /Dαβ̇ (3.20)

can then be obtained by solving the Bianchi identities, which also imply

Dα̇W = 0, Di :=
1

2
DαW i

α, D2Wα = −4DαDi (3.21)

DαW iβ = σabβα F i
ab + iδβαD

i.

1 Then the gauge potential Ai
m can be written in terms of (covariant derivatives of)

Ai
α and A

i

α̇, which are therefore called prepotentials. This is similar to the fact that we
can express the spin connection in terms of the vielbein if we impose Tab

c = 0.
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To derive this result we should analyze the identities with contributions from
torsions:

f
∑

αβγ̇

(...) = σaαγ̇Faβ + σaβγ̇Faα = 0 (3.22)

⇒ σaαγ̇Faβ = εαβW γ̇ , Faα = σaαβ̇W
β̇

i.e. Faα contains no spin 3/2 component. Except for the complex conjugate
of the above the only other BI with contributions from torsions is

f
∑

αβ̇c

(...) = DαFcβ̇ +Dβ̇Fcα + 2iσa
αβ̇
Fab = 0 (3.23)

⇒ Fab = −1

4
(DσaσbW −DσaσbW )

Antisymmetry of Fab thus implies

DW = DW, Fab =
1

2
(DσabW −DσabW ). (3.24)

The only remaining Bianchi identity that contains new information is

f
∑

α̇β̇c

(...) = Dα̇Fcβ̇ +Dβ̇Fcα̇ = 0 (3.25)

⇒ (σcαα̇Dβ̇ + σc
αβ̇
Dα̇)W α = 0, Dα̇Wα = 0,

i.e. Wα is covariantly chiral (use σcαα̇σ
β̇β
c = 2δβαδ

β̇
α̇ after contraction with σγγ̇c ).

The field Wα is also caled gaugino field. This name is justified because
the covariant derivatives close on the multiplet (Aa,Wα,W α̇, D)i [dr87]. It
is important to distinguish between Wα and the superfield Wα with lowest
component λα. The relation between these fields is established in section
3.5.1.

3.3 From superspace to algebra

The aim of this section is to show how the superspace approach to YM the-
ories leads to the algebra of covariant derivatives. The transformation prop-
erty of the fields leads to the transformation property of covariant derivatives,
which can then be written down explicitly and they can be shown to full-
fill the gauge algebra together with the constraints. With the results about
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superspace a connection can be established between the potentials and pre-
potentials on the one side and the component fields on the other side. A
gauge transformation on a scalar superfield is performed with a chiral gauge
field Λ = −ΛiTi.

Φ −→ Φ′ = eiΛΦ, Dα̇Λ = 0 (3.26)

Φ = Φ† −→ Φ′† = Φ†e−iΛ
†

Φ∗ −→ Φ′∗ = e−iΛ
∗

Φ∗

Where in general Λ† 6= Λ as we would expect it in quantum mechanics.
Beside a modification of the derivatives this also causes a modification of
the kinetic term Φ̄Φ by Φ̄eV Φ which transforms as eV −→ eV

′
= eV

′
=

eiΛ
†
eV e−iΛ. In order to have a real lagrangian the kinetic energy must be

real. Therefore it is natural to use a hermitian representation of the structure
group. From the reality of the Lagrangian we get a reality condition for V =
V †. We want to find covariant derivatives ∇α which transform covariantly
under a gauge transformation:

∇α
′ = eiΛ∇αe

−iΛ (3.27)

∇α̇
′ = eiΛ

†∇α̇e
−iΛ†

Lemma 3. The solutions for the covariant derivatives are

∇α = e−V Dαe
V (3.28)

∇α̇ = eV Dα̇e
−V

and they fulfill the gauge algebra together with the constraints. 1

Proof. We use the transformation property for the vectorfield which is defined
by eV

′
= eiΛ

†
eV e−iΛ and its inverse e−V

′
= eiΛe−V e−iΛ

†
and apply it in ∇α

′ =

e−V
′
Dα

′eV
′
= e−V

′
Dαe

V ′
= eiΛe−V e−iΛ

†
Dαe

iΛ†
eV e−iΛ

(3.3)
= eiΛe−V Dαe

V e−iΛ =
eiΛ∇αe

−iΛ which is the desired transformation property. Similarly for ∇α̇
′,

1In principle we must consider all possible solutions of equation (11). But the solutions
are unique in the following (physical) sense: the variation of some derivative, say D

under a perturbation by some representation of the gauge group X = X iδi is given by
δD = δXD = −[X,D]. If we demand ∇ → D for the gauge charge going to zero, we can

write ∇ = D + gδD + g2

2
δδD... = D − g[X,D] + g2

2
[X, [X,D]]...

B.C.H
= e−X

DeX . So it
is enough to consider solutions of the above type and the factors have to be chosen such
that ∇→ D holds.
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by hermitian conjugation. Next we have to show that the algebra is fulfilled.
{∇α,∇β} = e−V {Dα,Dβ}eV = 0, and analogously {∇α̇,∇β̇} = 0 from which

follows T̃αβ = T̃α̇β̇ = F̃αβ = F̃α̇β̇ = 0. We define the covariant spacetime

derivative by 2iσa
αβ̇
∇a := {∇α,∇β̇} = {e−V Dαe

V , eV Dα̇e
−V } , which yields

the commutator and the constraints Fαα̇ = 0, Tαα̇ = −2iσaαα̇. Use the Baker
Campbell Hausdorff formula and−iTi = δi to split off the first contribution of
∇a = ∂a+g

j
aδj . Then [∇a,∇b] = [∂a, ∂b]+∂ag

k
b δk−∂bgkaδk+[giaδi, g

j
bδj] = Fkabδk.

Therefore Tab
C = 0. In the same way∇α = Dα+g

j
αδj. Because of [Dα, ∂a] = 0

it follows that {∇a,∇α} = Fkaαδk, therefore Taα
C = 0.

Summarizing the results gives the super YM algebra for the covariant
derivatives.

[∇A,∇B} = −TAB
C∇C + FiABδi, [δi, δj ] = fij

kδk (3.29)

T̃αβ̇
c = −2iσc

αβ̇
, Tαβ

c = Tα̇β̇
c = Tab

c = Taβ̇
c = Tαβ

c = 0

Fi
αβ̇

= Fiαβ = Fi
α̇β̇

= 0

Where the structure functions Fi,TCare superfields. In order to have Bianchi
identities, we have to show that the covariant derivatives are derivations.
V = V iδi is a derivation because the gauge generators are derivations and
linear combinations of derivations are derivations (with multiplication from
left). Then also ∇α = e−V Dαe

V = Dα + [−V,Dα] + 1
2
[−V, [−V,Dα]] + ... is

a derivation because Dα is a derivation and commutators of derivations are
again derivations. In a similar way ∇α̇ and ∇a are derivations.

Because of [Dα, δi] = [Qα, δi] = 0, eV is a superfield operator. Since Dα

are superfield operators and the space of all superfield operators forms a ring
statement 2 establishes then superfieldoperators ∇A. With Lemma 2 we may
write e−(θD+θD)∇Ae

(θD+θD) = DA with a unique operator DA which acts on
the θ, θ independent sector S00. Obviously the DA fulfill the algebra too.

[DA,DB} = −TABCDC + F i
ABδi, [δi, δj] = fij

kδk (3.30)

Tαβ̇
c = −2iσc

αβ̇
, Tαβ

c = Tα̇β̇
c = Tab

c = Taβ̇
c = Tαβ

c = 0

F i
αβ̇

= F i
αβ = F i

α̇β̇
= 0

The F i, TC are the structure functions on S00. They are related via
F i = e−(θD+θD)Fie(θD+θD) = e−(θD+θD)Fi and TC = e−(θD+θD)TCe(θD+θD) =
e−(θD+θD)TC . By the same argument as above the DA are derivations. There-
fore we arrived at our goal to show that the superspace formulation leads to
the algebra of covariant derivatives and the Bianchi identities hold.
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Now we want to see how the potentials are encoded in the vector field. We
compute the covariant derivatives (12) on S00 and compare the result with
the usual ansatz for the covariant derivatives 2 DA−iAiATi = DA = ∇A|θ=θ=0.
This yields:

−iAiαTi = e−C [Dα, e
C ] = −DαC

iTi −
1

2
CjDαC

ifkjiTk · · · (3.31)

−iAi

α̇Ti = eC [Dα̇, e
−C ] = Dα̇C

iTi −
1

2
CjDα̇C

ifkjiTk · · ·

Because if we apply ∇α on a superfield Φ = e(θD+θD)φ we get with lemmas 1
and 2,∇αΦ = e−V e(θD+θD)Dαe

−(θD+θD)eV Φ = e−V e(θD+θD)Dα(e
−(θD+θD)e(θD+θD))eCΦ.

This yields in the S00 sector (e−CDαe
C)φ and compared with the ansatz shows

e−C [Dα, e
C ] = Aα. In particular in the abelian case where Dαe

C = eCDαC
holds,

Aα = −iDαC, (3.32)

Aα̇ = iDα̇C.

As a check one may compute in the linearized case the potential Am out
of the algebra, which should be the same as the relevant component of the
superfield. /Aαβ̇ = 1

2i
(DαAβ̇ + Dβ̇Aα) = 1

2
[Dα, Dβ̇]C. A comparison with

(3.1.1) shows that this is indeed the case.

3.4 From algebra to superspace

In this section the other direction is done. It will be shown that the algebra
of gauge covariant derivatives together with the constraints can be parame-
terized by a real field in Superspace. Whereas the second Bianchi identities
have been used to solve the constraints and determine the field content in
the algebraic approach, the remaining non trivial ones (1.14) will be used to
grant integrability conditions which yields to the desired real field parame-
terization. Gauge covariant derivatives are obtained by adding connection
fields, which are 1-forms, to the derivatives

DA = DA + AiAδi. (3.33)

2The covariant derivatives have to act unitarily [dr87] with respect to their matrix
structure. Using hermitian matrices Ti, gives an additional imaginary unit for the covariant
derivatives.
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The algebra of the (gauge)covariant derivatives is given by

[DA,DB] = −TCABDC + F i
ABδi, (3.34)

[δi, δj ] = fkijδk, (3.35)

[δi, DA] = 0 (3.36)

T c
αβ̇

= −2iσc
αβ̇
, Tab = Tαβ = Tα̇β̇, (3.37)

F i
αβ̇

= F i
α̇β̇

= F i
αβ = 0. (3.38)

We start with this algebra together with the constraints and show that they
imply a vector field. We assume a Lie Algebra of the gauge group with
real structure constants. The constraints on the torsions are not changed
by the gauging, whereas the constraints on the fieldstrengths lead to a real
vectorfield. From the algebra follows

D(βAα) = −{Aβ, Aα} (3.39)

Aia = +
1

4i
σα̇αa (DαA

i

α̇ +Dα̇A
i
α + f ickA

c
αA

k

α̇) (3.40)

The first equation follows from 0 = {Dα,Dβ} = {Aβ , Aα}+DβAα +DαAβ +
{Dα, Dβ}, where the last term vanishes due to the SUSY algebra. The second
equation uses the constraint 0 = F i

αβ̇
= F i

αβ̇
δi = {Dα,Dβ̇}+ T c

αβ̇
Dc = {Dα +

Aα, Dβ̇+Aβ̇}−2iσa
αβ̇

(Da+Aa) = {Aα, Aβ̇}+{Dα, Aβ̇}+{Aα, Dβ̇}−2iσa
αβ̇
Aa =

{Aα, Aβ̇} − 2iσa
αβ̇
Aa + (DαA

i

β̇)δi −A
i

β̇ [Dα, δi] + (Dβ̇A
i
α)δi−Aiα[Dβ̇ , δi]. With

{Aα, Aβ̇} = AcαA
k

β̇[δc, δk] = AcαA
k

β̇f
i
ckδi and [δi, Dα] = 0 follows the equation.

The second equation expresses the potential in terms of the prepotential.
Under the assumption Aα̇ = A∗

α it follows that Aa is always real. This is
necessary because an imaginary part of the Potential would lead to two Po-
tentials (in ordinary gauge theory the gauge parameter is real. This naturally
leads to a real potential). The Bianchi identities give equations for the pre-
potentials, i.e every given prepotential has to fulfill it. Therefore one can
make conclusions on their structure.

3.4.1 Linearized case

First consider the linearized constraint D(βAα) = 0, which is equivalent to
looking at an abelian gauge theory. The aim is the construction of an explicit
solution. Start with the ansatz −iDαC = Aα and iDα̇C = Aα̇ with some real
field C. If such a C exists then the A solve the constraint equation. With
this ansatz it follows that 2i/∂αβ̇C = Dβ̇DαC +DαDβ̇C = i(Dβ̇Aα −DαAβ̇).
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Multiplying both sides with /∂
β̇α

and using the greensfunction 1
�

gives C =

1
4

1
�
/∂
β̇α

(Dβ̇Aα −DαAβ̇).

Lemma 4. Let A, B be (graded) commuting operators [A,B] = 0 and B
invertible, then also [A,B−1] = 0

Proof. Multiply AB = BA with B−1 from the right and the leftB−1ABB−1 =
B−1BAB−1. Therefore [A,B−1] = 0.

Conjecture 1 (homogeneous case). Let Aα and Aα̇ be given and be members
of a realization of the SUSY multiplet such that D(βAα) = 0 , then the field

C := 1
4

1
�
/∂
β̇α

(Dβ̇Aα −DαAβ̇) is real and it holds:

Aα = −iDαC (3.41)

Aα̇ = iDα̇C (3.42)

C is well defined because the Aα are members of a SUSY multiplet. Ob-
viously C is real. It remains to show that C solves the constraint equations.
Use Lemma 4 and compute

DγC =
1

4

1

�
/∂
β̇α
Dγ(Dβ̇Aα −DαAβ̇)

=
1

4

1

�
/∂
β̇α

(−Dβ̇ DγAα
︸ ︷︷ ︸

=−DαAγ

+2i/∂γβ̇Aα −DγDαAβ̇)

=
1

4

1

�
/∂
β̇α

(2i/∂αβ̇Aγ −DαDβ̇Aγ +DαDγAβ̇ + 2i/∂γβ̇Aα)

= iAγ +
1

�
/∂
β̇α

(−DαDβ̇Aγ +DαDγAβ̇ + 2i/∂γβ̇Aα)
︸ ︷︷ ︸

=Xγ

In order that the conjecture holdsXγ has to vanish. The data are the imposed
constraints, which will be called primary constraints. They imply via the
algebra

Fαβ = Tαβ = 0 ⇒ D(αAβ) = 0 (3.43)

Fα̇β̇ = Tα̇β̇ = 0 ⇒ D(α̇Aβ̇) = 0 (3.44)

Fαβ̇ = 0 ⇒ Aia =
1

4i
σα̇αa (DαA

i

α̇ +Dα̇A
i
α) (3.45)

Taα = Taα̇ = Tab = 0 (3.46)
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The primary constraints can be solved via the Bianchi identities. This
gives new constraints which will be called secondary constraints. They read
(δIF

J
AB = 0 in the abelian case):

DβW α̇
= 0 DβW

α̇
= 0 (3.47)

Dβ̇W α = 0 abelian−−−−→ Dβ̇W
α = 0 (3.48)

DW = DW DW = DW (3.49)

A systematic approach to dealing with systems of equations which are lin-
ear in some fields is in the Jet space formalism, where the fields and their
derivatives are considered as independent algebraic objects. Solving systems
of equations which are linear in the fields corresponds then to performing
linear algebra with the independent algebraic objects as basis elements. Due
to the constraints, however, not all possible objects are independent. In or-
der to find a basis in Jet space start with Aα and apply Dβ and Dβ̇ on it.

This gives from Dβ̇Aα four independent objects. Since D(αAβ) = 0, it is
possible to write DβAα = 1/2εβαDA. Therefore DβAα gives only one in-
dependent object, which is chosen to be DA. For the higher derivatives we
chose the order that the D stand to the left of the D. Applying Dγ and Dγ̇

on Dβ̇Aα gives the 12 independent objects {Dα̇DA, ∂nAα, DAα}. Because of
the constraints the object DγDβAα is antisymmetric in all three indices and
therefore has to vanish (since the spinorial indices may only take the values
1, 2). Therefore DαDA = 0. The only nonvanishing objects that come from
DA are then Dα̇DA but these are already taken into account. Therefore from
DA there are no extra contributions to the second order. Analogously for
higher derivative orders. The same scheme applies to Aα̇ with the opposite
ordering rule. Summarizing gives

Aα Aα̇

1. order Dβ̇Aα DβAα̇
DA DA

2. order Dα̇DA DαDA
DAα DAα̇
∂nAα ∂nAα̇

3. order ∂nDβ̇Aα ∂nDβAα̇
∂nDA ∂nDA
DDA DDA

...
...

...
n. order ∂m(n− 2)order for n ≥ 4

29



With this it can be shown thatDµXγ = 0. Indeed, using [D2, Dα̇] = 4i/∂αα̇D
α

DµXγ = /∂
β̇α

(−DµDαDβ̇Aγ + 2i/∂γβ̇DµAα) (3.50)

= /∂
β̇α

(−1

2
εµαD

2Dβ̇Aγ + iεµα/∂γβ̇DA)

= /∂
β̇α

(−iεµα /∂γβ̇DA+ iεµα /∂γβ̇DA) = 0

In the chosen basis Xγ reads

∂aσ
aβ̇α

(
1

2
εαγDβ̇DA− 2iσn

αβ̇
∂nAγ +

1

2
εαγD

2Aβ̇ + 2iσn
γβ̇
∂nAα

)

= Xγ

(3.51)

Since we have only used primary constraints to find the independent algebraic
objects, we may use them as a basis to show the following

Lemma 5. If the primary constraints are fullfilled, then the secondary con-
straints follow from the primary constraints.

Proof. First it is shown that DβW
α̇

= 0.

DβW
α̇

= σaα̇αDβFaα (3.52)

= σaα̇αDβ

(

∂aAα −Dα
1

4i
σγ̇γa (DγA

i

γ̇ +Dγ̇A
i
γ)

)

=
1

2
εβασ

aα̇α∂aDA−
1

4i
εα̇γ̇δγβD

2Dγ̇Aγ

=
1

2
εβασ

aα̇α∂aDA− εα̇γ̇ /∂µγ̇DµAβ = 0

where D2Aγ = 0 and [D2, Dγ̇ ] = 4i/∂µγ̇D
µ was used. Dβ̇W

α = 0 follows by

complex conjugation. In the next step it is shown that DW = DW holds.
Calculate

Dβ̇W
β̇

= Dβ̇σ
aβ̇βFaβ (3.53)

= σaβ̇β∂aDβ̇Aβ −
1

2i
εγ̇β̇εγβ

(
Dβ̇Dβ(Dγ̇Aγ +DγAγ̇)

)

= 2σaβ̇β(∂aDβ̇Aβ − ∂aDβAβ̇) +
1

2i
DDA− 1

2i
DDA

which is the same as its complex conjugate and therefore DW = DW .
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The statement says that the secondary constraints are redundant and
therefore don’t yield new information. This means that the Bianchi Identi-
ties and the constraints alone are not enough to show the conjecture.

A further restriction that has yet not been taken into account is that we
only want to consider chiral gauge transformations in superspace. The ob-
servation

Π+Xγ =
D

2
D2

16�
Xγ = 0 (3.54)

shows that Xγ has no chiral part. This leads to the assumption that Xγ can
be gauged away by a partial gauge fixing with a transversal field g = ΠTg.
In the abelian case gauge transformations on the connections are of the form

AA → AA +DAg (3.55)

In terms of algebras such transformations are also called similarity transfor-
mations, because they don’t change the structure of the algebra [br91]. In
the following a suitable g will be constructed which transforms away Xγ and
it is shown that it is transversal. This means that the equation

Xγ(Aα + δAα) = 0 ⇔ (3.56)

Xγ(Aα +Dαg) = 0 ⇔

/∂
β̇α

(−DαDβ̇Dγg +DαDγDβ̇g + 2i/∂γβ̇Dαg) = −Xγ ⇔

εαγ /∂
β̇α
D2Dβ̇g = −Xγ

has to be solved for g. It is convenient to split g according to its chiral,
antichiral and transversal part

g = Π+g + Π−g + ΠT g = g+ + g− + gT . (3.57)

With this it immediately follows that any chiral part g+ of g does not con-
tribute to (3.56) because Dβ̇(g++g−+gT ) = Dβ̇(g−+gT ). Using the formula

[D2, Dα̇] = 4i/∂αα̇D
α shows the same for any antichiral g−. The g we are look-

ing for is therefore transversal (if it exists). The existence is shown by direct
calculation of

εαγ /∂
β̇α
D2Dβ̇g = −Xγ (3.58)

⇒ /∂
β̇δ
/∂δµ̇D

2Dβ̇g = −εγδ /∂δµ̇Xγ

⇒ gT = ΠTg = −DD
2D

8�
g =

D/∂X

8�2
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where /∂
β̇δ
/∂δµ̇ = �δβ̇µ̇ was used. Summarizing, gives

Lemma 6. Let Aα and Aα̇ be given and be members of a realization of
the SUSY multiplet such that D(βAα) = 0, then there exists a similarity
transformation Aα → A′

α = Aα + Dαg such that A′
α = −iDαC

′. g is of the

form g := D/∂X
8�2 and is transversal.

Proof. g is well defined because the Aα are members of the SUSY multiplet.
Transversality has already been shown above, or simply observe that Π−g =
Π+g = 0 by using DαXβ = 0 and [D2, Dα̇] = 4i/∂αα̇D

α. Therefore ΠTg = g
because of Π+ +Π− +ΠT = 1. In the next step it is shown that Xγ(A

′
α) = 0.

Calculate εαγ /∂
β̇α
D2Dβ̇

D/∂X
8�2 = −1

2
/∂γµ̇/∂

µ̇µ D2D
2
Xµ

8�2 = −D2D
2
Xγ

16�
= −Xγ . The

last step was achieved by using [D2, D
2
] = 8iD/∂D + 16� together with

DαXβ = 0. With (3.56) follows therefore Xγ(A
′
α) = 0, which also shows

A′
α = −iDαC

′.

Obviously g is not unique. There can be always added arbitrary chiral
and antichiral fields g+ and g− which is the remaining gauge freedom in su-
perspace.

Subsequently the prime will be dropped, and it will be assumed that the
transversal gauge is fixed such that Aα = −iDαC holds. The next step is
to calculate the transformation property of C. However since the calcula-
tion is the same for the nonabelian case, the framework of the nonabelian
case will be used. The constant unit-function, which is the unit element
of the gauge group is chiral Dα̇1 = 0. g−1 must be chiral too, because
0 = Dα̇1 = Dα̇(gg

−1). The transformation property of eC follows from
the transformation property of the prepotentials A′

α = gDαg
−1 + gAαg

−1 =
gDαg

−1 + g(e−C [Dα, e
C ])g−1 = ge−CDαe

Cg−1 = ge−Cg†g†−1Dα(e
Cg−1) =

(ge−Cg†)Dα(g
†−1eCg−1). Where the unitoperator g†g†−1 was inserted. On

the other hand A′
α = (e−CDαe

C)′ = e−C
′
Dαe

C′
. These two expressions com-

pared shows the disired transformation property

eC
′

= g†−1eCg−1 (3.59)

e−C
′

= ge−Cg†

Now we are done. The only remaining thing is to translate the results into
the whole Superspace formalism which is done with lemma 1 and 2 and
[DA, δi] = 0. The gauge algebra can be parameterized by a real field V =

V iδi = e(θD+θD)Ce−(θD+θD). The chirality of the gauge group element shows
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that in Superspace it must be of the form g = eiΛ with Λ = Λiδi and Dα̇Λ
i =

0. The transformation property of the vectorfield follows from (3.59) eV
′
=

eiΛ
†
eV e−iΛ.

3.5 Super YM Lagrangians

There are two ways to look at the Super YM action. One is to start with
a gauge chiral multiplet and try to find an analogous way to construct the
action like for the matter action [dr87]. The problem is that the F term
does not transform into a total derivative because of the covariantization of
the derivative Dα. It will be therefore convenient to start from the SUSY
Lagrangian and adapt it to YM theories [WE83].

3.5.1 Field strengths

The field strengths for the superspace and the algebraic approach are com-
pared. Start with the lowest dimensional non-vanishing field strength in
the algebraic approach Faα̇. The commutator relation for the spinorial field

strength (3.22) reads −4iW α = 2iσaα̇αFaα̇ =
[

{Dα̇,Dα},Dα̇
]

. This expres-

sion is rather lengthy to evaluate for Dα = e−CDαe
C ,Dα̇ = eCDα̇e

−C , the
gauge covariant derivatives which were found in section 3.3. It is more eco-
nomical to perform first a similarity transformation

DA −→ D̃A = eYDAe−Y , (3.60)

[D̃A, D̃B] = −T̃ABCD̃C + F̃ i
AB δ̃i, (3.61)

T̃AB = eY TABe
−Y , F̃ i

AB = eY F i
ABe

−Y , δ̃i = eY δie
−Y . (3.62)

In particular the trace of the contracted field strengths remains invariant
tr F̃ABF̃

BA = trFABF
BA. Especially the choice Y = −C gives D̃α =

{Dα̇, e
−2CDαe

2C}, for which we immediately find 2iσaα̇αF̃aα̇ =

[

D̃
α̇

, {D̃α̇, D̃α}
]

=

D
2
e−2CDαe

2C , where the operators D,D act on C. From 0 = D̃β̇F̃aα̇ =

Dβ̇Faα̇ it follows that Dβ̇Wβ = 0. The inverse similarity transformation
gives the fieldstrength explicitly

−4iW α = 2iσaα̇αFaα̇ = eC
(

D
2
e−2CDαe

2C
)

e−C (3.63)

The problem that comes with this fieldstrength is that it does not transform
covariantly under gauge transformations because of e2C

′
= eiL

†
eCe−iLeiL

†
eCe−iL
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(remember L is the lowest component of the chiral gauge field Λ). Just like
the kinetic energy also the field strength has to be covariantized, by intro-
ducing e±C . The modified gauge covariant field strength Ŵ α must be

iŴ α = −1

4
eC

(

D
2
e−CDαe

C
)

e−C = eCλαe−C (3.64)

Where λα is the lowest component of the field strengths in the superspace
approach. In particular trλ2 = − tr Ŵ 2. Therefore the relevant quantity
for constructing the action will be the field strength from the superspace
approach, which has already shown to be gauge covariant and chiral. In the
abelian case the fieldstrengths are equal up to a factor of 2i.

W α̇, Ŵ α can be calculated analogously, or by complex conjugation.

3.5.2 Construction of the Lagrangian

The SUSY Lagrangian is of the form

L =
1

32
D2D

2
φφ− 1

4
D2g(φ) + h.c. (3.65)

where the superpotential is chiral and the Kähler potential real. In order
to get the Lagrangian gauge invariant, use the knowledge of the previous
subsection [WE83,GA83]:

L =
1

4k
tr

(
D2(λαλα) + h.c.

)
+

1

32
D2D

2
(φeCφ+

1

k
tr

∑

δa∈U(1)

µ′2
aC

aδa)+

(3.66)

+
(
D2ginv(φ) + h.c.

)

where ginv indicates that the superpotential has to be gauge invariant and
k comes from the normalization of the trace. The additional contributions
µ̃2
aC

aδa are for abelian factors δa of the gauge group. Only for them the
expression is gauge invariant because of [δi, δa] = 0. Using tr δa = k the
lagrangian can be recast into

L =
1

4k
tr

(
D2(λαλα) + h.c.

)
+

1

32
D2D

2
(φeCφ) +

(
D2ginv(φ) + h.c.

)
+ µ2

aD
a
F

(3.67)

where the sum of the D-terms is only over abelian factors.
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3.5.3 Component action

In the next step the Lagrangian is evaluated in terms of the component
fields. The idea is to switch into a convenient representation of the fields,
which become then covariantly chiral by a similarity transformation [GA83].

The kinetic energy D2D
2
(φeCφ) is evaluated in two steps:

• Show thatD2D
2
(φeCφ) = D̃2D̃

2

(φ̃φ̃) with some gauge covariant deriva-
tives D̃A and covariantly chiral fields φ̃.

• Calculate D̃2D̃
2

(φ̃φ̃), using the algebra of gauge covariant derivatives.

First observe that on gauge invariant quantities the similarity transfor-

mation Dα̇ → D̃α̇ = eXDα̇e
−X with X = X iδi may be performed such that

D2D
2
(inv) = D2D̃

2

(inv) [GA83]. This can be seen by using [δi, DA] = 0

and the Baker Campell Hausdorff formula, which shows D̃
2

= D
2

+ Z iδi

and therefore D2D̃
2

(inv) = D2D
2
(inv)+Z iδi(inv). δi(inv) vanishes because

of gauge invariance. By the very same argument an additional similarity
transformation could have been performed on Dα. We choose φ̃ := e

C
2 φ and

D̃α̇ := e
C
2 Dα̇e

−C
2 = Dα̇ − iÃ

i

α̇Ti. Therefore a new set of operators and fields
can be defined such that the kinetic energy can be written as

D2D
2
(φeCφ) = D̃2D̃

2

(φ̃φ̃) (3.68)

with the covariantly chiral multiplet

D̃α̇φ̃ = 0, χ̃α = 1√
2
D̃αφ̃, F̃ = −1

4
D̃2φ̃, (3.69)

D̃αφ̃ = 0, χ̃α̇ = 1√
2
D̃α̇φ̃, F̃ = −1

4
D̃

2

φ̃, (3.70)

With our choice this we have φ̃ = φ̃† and D̃α̇ = D̃†
α. In Lemma 3 it was shown

that covariant derivatives of the form e−CDαe
C , eCDα̇e

−C fulfill the gauge
algebra. By the same argument any covariant derivative which is a similarity
transformation of the flat spinor derivatives fulfills the gauge algebra too.
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Therefore we can use the gauge algebra

[D̃a, D̃b] = F̃ i
abδi, (3.71)

[D̃α, D̃a] = iσa αβ̇W̃
iβ̇

δi, (3.72)

{D̃α, D̃β̇} = 2i /̃Dαβ̇, (3.73)

D̃i :=
1

2
D̃αW̃ i

α, D̃2W̃α = −4D̃αD̃i, (3.74)

D̃αW̃ iβ = σabβα F̃ i
ab + iδβαD̃

i. (3.75)

and evaluate

D̃2D̃
2

(φ̃φ̃) =

(

D̃2D̃
2

φ̃

)

φ̃− 2

(

D̃αD̃
2

φ̃

)

D̃αφ̃+ D̃
2

φ̃D̃2φ̃ = (3.76)

=8i
√

2W̃
β̇i

χ̃β̇Tiφ̃− 16D̃aD̃aφ̃φ̃+ 8iD̃iφ̃Tiφ̃

− 16iσmαα̇D̃mχ̃
α̇
χ̃α − 8i

√
2W̃ i

αφ̃Tiχ̃
α

+ 16F̃ F̃

because of

D̃αD̃
2

φ̃ = 4
√

2iσmαα̇D̃mχ̃
α̇

+ 4iW̃ i
α(φ̃Ti), (3.77)

D̃2D̃
2

φ̃ = 8i
√

2W̃
β̇i

χ̃β̇Ti − 16D̃aD̃aφ̃+ 8iD̃iφ̃Ti. (3.78)

Now we consider the field strength tr(D2λ2). Using the property of the

trace and the special chosen operator D̃α := e−
C
2 Dαe

C
2 , we find

tr(D2λ2) = − tr(D̃2W̃ 2) (3.79)

Using the invariance of the trace under (graded) cyclic permutations and
(3.21) this can be evaluated to

tr(D̃2W̃ 2) = 2 tr((D̃2W̃ )W̃ − D̃αW̃ βD̃αW̃β) = (3.80)

= 2 tr(−4iW̃σmD̃mW̃ − F̃abF̃ ab + 2D̃).

It was used that

D̃2W̃ β = −2D̃βD̃W̃ = −2D̃βD̃W̃ = −4iεβγσmγα̇D̃mW̃
α̇

(3.81)

because of D̃W̃ = D̃W̃ and D̃αW̃ α̇ = 0.
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For the abelian factors we find for the chosen D̃α that D̃a = − i
8
DαD

2
DαC

and therefore we can rewrite in the Lagragian the Fayet-Iliopoulis terms as
µ̃2
aD̃

a (up to a total derivative). D̃a stands for the abelian factors of the
D-terms (3.74).

Summarizing, we started with the Lagragian (3.67) which contains flat deriva-
tives, chiral fields, and a real field (This is the approach in [WE83]). By a
similarity transformation we could find covariant derivatives and covariant
chiral fields. With these we can rewrite the Lagragian (the form of [dr87])
into

L = D̃2D̃
2

(φ̃φ̃)− 1

4k
tr

(

D̃2W̃ 2 + h.c.
)

+ µ̃2
aD̃

a +
(

D2ginv(φ̃) + h.c.
)

.

(3.82)

Where the last term comes from the superpotential, for which g(φ) = g(φ̃)
was used because of the assumed gauge invariance of g. Since the covariant
derivatives fulfill the gauge algebra we can find the component action, in
terms of the covariant chiral multiplet, and in terms of field strengths, the
gaugino fields, and the D-terms from the algebra. Putting the things from
above together gives the component action

L =− 1

2
D̃aD̃aφ̃φ̃−

i

2
σmαα̇D̃mχ̃

α̇
χ̃α +

1

2
F̃ F̃ (3.83)

+
i
√

2

4

(

W̃
β̇i

χ̃β̇Tiφ̃− W̃ i
αφ̃Tiχ̃

α

)

+
i

4
D̃iφ̃Tiφ̃

+
1

2k
tr

(

4iW̃σmD̃mW̃ + F̃abF̃
ab − 2D̃ + h.c.

)

+ µ̃2
aD̃

a +

(

∂igF̃
i − 1

2
∂i∂jgχ̃

iχ̃j + h.c.

)

where µ̃2
aD̃

a is the sum over the abelian factors of the gauge group. This La-
grangian contains the kinetic energies of the gauge field, the fermions χ̃ and
W̃ and the scalars φ̃. The gauge couplings are via the covariant derivatives
D̃A = DA − iÃiATi The gaugino field Wα has Yukawa couplings to the chiral
multiplet which are determined by the gauge coupling.

Conversely, if one starts with a Lagrangian of the form (3.82) which is for-
mulated in terms of covariant derivatives and covariantly chiral fields (this
is the approach in [dr87]), we can cast it into the form of (3.67). Lemma 6
assures the existence of some real field C ′ such that the covariant derivatives
are of the form D̃α = e−C

′
Dαe

C′
, D̃α̇ = eC

′
Dα̇e

−C′
. The covariantly chiral
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fields are related to the chiral ones by φ̃ = eC
′
φ, Dα̇φ = 0. With this we can

go the way back and arrive at (3.67), after specifying C ′ → C/2.

3.6 Algebraic Structure

A representation R of a group (algebra) G is a map R : G→ End(V ) from G
into the group of linear transformations on a vector space V over a field K that
is consistent with the group (algebra) structures. An intertwiner between two
representations R1 and R2 of some group (algebra) G is a map A : V1 → V2

that is compatible with the representations, i.e. AR1(g) = R2(g)A ∀g ∈ G.
The representations R1 and R2 are called equivalent if there exists an invert-
ible intertwiner.

Example. The SUSY algebra may be represented on the chiral multiplet
C [WE83]. Similarly one can represent the SUSY algebra on the antichiral
multiplet C. A priori no (analytical) relation between the operators or fields
with and without bars can be made. The usual identification φ = φ∗ [dr79]
is equivalent to the commutative diagram (intertwiner):

C ∗−−−→ C
A


y



yA

C −−−→
∗
C

(3.84)

where the same symbol A was used for the representations of the SUSY
algebra on C and C. This allows the identification Dα̇ = D∗

α (because of
0 = Dαφ = (Dαφ)∗ = D∗

αφ). It remains to find the representation of
the SUSY algebra on the (tensor) product spaces of some given represen-
tation spaces. This is done in the standart fashion [FU97]. Let there be
given two representations R1, R2 of a Lie algebra on representation spaces
V1 and V2, then the Lie algebra can be represented on V1 ⊗ V2 by declaring
(R1 ⊗ R2)(x ⊗ y) := (R1(x)) ⊗ y + (−)|x||R1|x ⊗ (R2(y)). This is consistent
with the properties of a derivation.

When looking at gauge covariant derivatives it will be interesting to con-
sider a special class of intertwiners, namely those who can be written as an
exponential map (Lie group element with some underlying Lie algebra).

Definition. Two Operators O1 and O2 are called gauge adjoint if there
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exists a map eX such that the following diagram is commutative

V
eX

−−−→ W

O1



y



yO2

V −−−→
eX

W

(3.85)

This map can be also used to construct gauge adjoint operators. Obviously
if in some representation of the Dα, {Dα, Dβ} = 0 holds, then it also holds
for the gauge adjoints Dα := eXDαe

−X with X = X iδi. This will also be
the main purpose of this construction, i.e. to carry over representations of a
given algebra from one representation space to another. eX acts then as an
intertwiner.

Example. The commutative diagram which was used in the proof of lemma 2
has this structure. In this sense, exp(θD + θD) intertwines a representation
of the SUSY algebra on fields in S00 with a representation on superfields in S.

In the next step we want to make contact to gauge transformations, which
is done by the following commutative diagram:

V
eX

−−−→ W
eY

−−−→ W


yO1



yO2



yO′

2

V −−−→
eX

W −−−→
eY

W

(3.86)

The operator O2 is then said to transform gauge covariant under a gauge
group element eY with Y = Y iδi. In the above terminology gauge covariant
operators transform gauge adjoint.

Example. This structure occurred in lemma 3, where we were given an oper-
ator O1 (D) and a gauge transformation eY (eiΛ) and we had to find a X (V )
such that the gauge adjoint operator O2 (D) transforms covariantly under
eY (eiΛ).

For a given gauge transformation eY and a given Operator O1 the gauge
adjoint operators are not unique. There can always be a Lie group ele-
ment added which lies in the kernel of O1, because of O2 = e−XO1e

X =
e−Xe−NO1e

NeX , with O1e
N = 0. This gives the transformation property of

eX
′
= eNeXeY .
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In the next step two such structures are combined. Consider an invertible
intertwiner f , such that the following diagram is commutative.

W̃
eY ′

←−−− W̃
eX′

←−−− Ṽ
f−−−→ V

eX

−−−→ W
eY

−−−→ W


yÕ2

′



yÕ2



yÕ1



yO1



yO2



yO′

2

W̃ ←−−−
eY ′

W̃ ←−−−
eX′

Ṽ −−−→
f

V −−−→
eX

W −−−→
eY

W

(3.87)

Since f is an intertwiner and because of the Lie group structure of eX ,
e−X

′ ◦ f ◦ eX =: f̃ is again an intertwiner

W̃
eY ′

←−−− W̃
f̃−−−→ W

eY

−−−→ W


yÕ2

′



yÕ2



yO2



yO′

2

W̃ ←−−−
eY ′

W̃ −−−→
f̃

W −−−→
eY

W

(3.88)

So f̃ is an intertwiner between the representations on W and W̃ .

Example. In superspace the gauge covariant derivatives are of the form
∇α = e−V Dαe

V and ∇α̇ = eV Dα̇e
−V . The intertwiner is hermitian conju-

gation, and the transformation property of eV is eV
′
= eiΛ

†
eV e−iΛ.

3.7 Covariant derivatives and the Poincaré

lemma

The general form of the spinorial covariant derivatives are Dα = Dα + Aα.
Because of the constraints on the fieldstrength it should furthermore hold
that {Dβ̇,Dα̇} = 0. From (3.86) it follows that covariant derivatives which
are obtained from gauge adjoint operators are of this form, because of the
Baker Campbell Hausdorff formula. Conversely, given a covariant derivative
DA one could ask whether it is some gauge adjoint of the flat derivative
DA. If DA is considered to emerge from a deformation then this is the
case (following the argument on page 24). In general the question is: given
DA = DA + AA, exists then a X, such that DA = eXDAe

−X . In the abelian
case this means that the equation Aa = DaX has to be solved for X. If
such a X exists, then also holds D(αAβ) = 0. The structure of solutions of
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D(αAβ) = 0 can be regarded as the spinorial version of the Poincaré lemma.
In [br91] it has been shown that equations of this type cannot be solved
independently of the representation of the SUSY algebra. This could have
been also observed in the calculations of section 3.4, where the solution was
of the form Aα = −iDαC + transversal. The extra transversal terms were
gauged away. Therefore one would expect that the representation of the
SUSY algebra enters also in the gauge freedom.
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Chapter 4

Supergravity

In super YM theories it was shown that V = V iδi parameterizes the most
general solution to the constraints, so that the real scalar superfield saves us
all the work with the Bianchi identities. In SUGRA, however, no such nice
magic is known and we have to do it the hard way by solving the Bianchi
identities with constraints. We can either work in superspace with the super-
vielbein and super-spin connection, and eventually use a superspace coordi-
nate transformation to go to a Wess–Zumino gauge when life becomes too
tedious, or we may avoid to introduce the redundant fields that are elimi-
nated by that gauge from scratch and work with the structure of the gauge
algebra. This is the approach that we will follow.

4.1 Symmetry algebras

A comparison with the symmetry algebra shows that there are more non-
trivial relations than in super YM. The Bianchi identities read

BI 1: f
∑

ABC

(−)AC
(
DATBCD + TAB

ETEC
D − FABIgICD

)
= 0, (4.1)

BI 2: f
∑

ABC

(−)AC
(
DAFBCI + TAB

DFDC
I
)

= 0. (4.2)

and the meaning of the remaining identities is that TAB
C and FAB

K transform
as representations under δI according to their indices,

δIFAB
K = −gIADFDBK + (−)ABgIB

DFDA
K + (−)IA+IBFAB

JfJI
K ,(4.3)

δITAB
C = −gIADTDBC + (−)ABgIB

DTDA
C + TAB

DgID
C , (4.4)

and that the representations matrices gI and the structure constants fIJ
K

are invariant tensors δIgJA
B = 0 (the representation property of g) and
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δIfJK
L = 0 (the Jacobi identity for f). On the torsions the algebra acts then

according to

[DA,DB}TCDE = (−TABKDK + FAB
IδI)TCD

E (4.5)

= −TABKDKTCDE +

+FAB
I(−gICKTKDE + (−)CDgID

KTKC
E + TCD

KgIK
E)

= −TABKDKTCDE − FABCKTKDE + (−)CDFABD
KTKC

E +

(−)(I+K+E)(C+D+K)FABK
ETCD

K

where FABC
E stands for FAB

IgIC
F .

We assume that the δI are linearly represented on tensor fields and that
∂m can be written as a linear combination of the covariant derivatives

∂mφ = −AmN(ϕ)∇N φ. (4.6)

To specify the field content we assume that the connection one forms AN =
dxmAmN and their (symmetrized) derivatives can be chosen to be the only
non-covariant variables of the jet bundle. (The formalism can be extended
to the case of p-form gauge fields and reducible gauge algebras, as well as to
algebras that only close off-shell [br961]). With em

a := −Ama and em
aEa

n =
δnm we define

{AmM} = {−ema,Amµ} = {−ema, ψmα,AmI} = (4.7)

= {−ema, ψmα, ωmab,Ami + . . .},
Da = Ea

m(∂m +Amµ∇µ) = (4.8)

= Ea
m(∂m + ψm

α Dα + 1
2
ωm

ablab + Am
iδi + . . .).

In these equations the vielbein em
a is assumed to be invertible and viel-

bein and gravitino (Rarita–Schwinger field) are interpreted as connections
for translations and SUSY transformations. Commutation of the partial
derivatives [∂m, ∂n] = 0 and independence of ∇N φ then imply

∂mAnP − ∂nAmP −AmMAnNFNMP = 0, (4.9)

which can be solved for the field strengths with bosonic indices

em
aen

bFabN = ∂mAnN−∂nAmN−emcAnµFµcN+en
cAmµFµcN+AnνAmµFµνN .

(4.10)
This equation could again be split into equations for field strengths and tor-
sions in terms of the various connections to obtain the usual lengthy formulas
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(the last term with ν = j, µ = i, N = k, for example, gives the A2-term in
YM).

It is straightforward to set up the BRST formalism for symmetry alge-
bras of this type. The BRST transformations of the matter fields is de-
fined by replacing the gauge parameters by ghost fields of opposite grading
|CI | ≡ |∇I | + 1 mod2, i.e. sφi = CN∇Nφ

i. For any closed and irreducible
gauge algebra one may check that s2φi = 0 uniquely fixes the BRST trans-
formations of the ghost fields.

sφi = CN∇Nφ
i ⇒ sCP = (−)M

2
CMCNFNMP . (4.11)

s2CP = 0 is then equivalent to the Bianchi identity (1.5).

Anti-commutativity of s and d, which follow from [s, ∂m] = {s, dxm} = 0,
may then be used to define a new nilpotent operator s̃ := s + d and C̃N =
CN +AN so that s + d = C̃N∇N on tensor fields. (4.11) implies because of
formal identity of the algebras that

(s+ d) C̃P = 1
2
(−)N C̃N C̃MFMN

P (4.12)

whose split into parts with ghost number 0, 1 and 2 yields

sCP = 1
2
(−)NCNCMFMN

P , (4.13)

sAP + dCP = CMANFNMP , (4.14)

dAP = 1
2
AMANFNMP . (4.15)

The first two equations define the BRST transformations of connections and
ghost fields. Consistency of the last equation with the tensor transformation
law of the field strengths can be checked by a straightforward computation.

To obtain the more conventional form of this transformation law we use
the reparameterization

ξa := Cmem
a, ξµ := Cµ + CmAmµ = Cµ + iCAµ. (4.16)

ξm corresponds to the vector field entering the Lie derivative and we thus
obtain

s φ = (ξm∂m + ξµ∇µ)φ, (4.17)

s em
a = ξn∂nem

a + (∂mξ
n) en

a + ξµAmNFNµa, (4.18)

sAmµ = ξn∂nAmµ + (∂mξ
n)Anµ + ∂mξ

µ + ξνAmNFNνµ, (4.19)

s ξm = ξn∂nξ
m + 1

2
(−)µξµξνFνµaEam, (4.20)

s ξµ = ξn∂nξ
µ + 1

2
(−)νξνξρ(Fρνµ − FρνaEamAmµ). (4.21)
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The CN are called covariant ghosts: The necessity of a redefinition of ghost
variables in covariant equations can already be observed in Riemannian geom-
etry: Since the Lie derivative maps tensors into tensors it should be possible
to write it in terms of covariant derivatives. But this works out only if we
combine it with a Lorentz transformation and redefine the parameter Λ:

Lξ+ 1
2
Λabl

ab = ξlDl−(Diξ
k+ξlTli

k)∆k
i+ 1

2
Λ̂abl

ab, Λ̂ab = Λab−ξlωlab. (4.22)

(∆i
j and lab are the GLn and Lorentz generators; for simplicity we avoid

any world indices on tensors by contraction with the vielbein, which is
a connection in the present context, or with differentials in case of field
strengths). Using Λ̂ we also find sωna

b = −DnΛ̂a
b − ξlRlna

b, in analogy
with the tensorial property of the variation of the connection coefficients
sΓnl

m = DnDlξ
m + Dn(ξ

kTkl
m) + ξkRknl

m. Of course these results are con-
tained in their above extension to more general algebras of covariant deriva-
tives if world indices are avoided.

Returning to the construction of supergravity theories, the next step is to
impose constraints since the connections we introduced so far yield highly
reducible theories that, furthermore, usually do not allow for matter fields
obeying equation of motion of the type that we expect. First one ones re-
definitions ∇M → XM

N∇N with XM
N = δNM + HM

N (F) of the covariant
derivatives to bring the gauge algebra into a standard form, where we have
the conventional constaints [br91]

Tαβ̇
a = 2iσa

αβ̇
, Tab

c = Tαβ
γ = Tα̇β̇

γ̇ = Taβ̇
γ = 0, F i

αβ̇
= 0. (4.23)

To allow for chiral matter multiplets one extends this to the following collec-
tion of standard constraints:

Tab
c = 0, Tαβ

a = 2iγaαβ, F i
αβ = 0, Tαβ

γ̇ = 0. (4.24)

(which of these constraints are conventional slightly depends on whether we
gauge R and Weyl symmetries).

Consistency of the constraints requires that the Bianchi identities are fulfilled,
the check of which is the crucial (and most tedious) step in the construction
of a SUGRA theory. These identities usually imply additional constraints
and the general parameterization of the allowed curvatures and torsions re-
quires the introduction of auxiliary fields that, together with the vielbein
em

a and the gravitino ψm
α, constitute the (off-shell) graviton multiplet. In

some complicated cases, like 10-dimensional SUGRA and N = 4–extended
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SUGRA in 4 dimension, it has be shown that our approach cannot lead to a
satisfactory theory. In these cases on must extend our framework and admit
open and reducible gauge algebras.

The standard constraints are usually not sufficient and finding a useful com-
plete set of constraints (i.e. obtaining an irreducible SUGRA theory) re-
quires some experience (informed guesses and tedious evaluation of the con-
sequences). In four dimensions, for example, there are 3 known sets of so-
lutions, called old minimal, new minimal and non-minimal SUGRA. Non-
minimal SUGRA has some ugly features as far as allowed matter couplings
are concerned and new minimal SUGRA is the one that automatically comes
out of superstring theory.

It turns out that not all of the BIs are independent. This is the content
of the following
Theorem (Dragon): The second BI follows from equation (4.1) and the
first set of BIs [dr79,MU89].

Proof. The idea is to exploit the properties of the generators. Define
MABCD

E := d
∑

ABC(−)AC(DAFBCDE + TAB
FFFCD

E). We have to show that
MABCD

E = 0, where A,B,C take all possible indices for some D,E (the
D,E indices correspond to the Lorentz generators). In the first step we
show that MABCD

E−(−)AB+AC+ADMBCDA
E+(−)AC+AD+BC+BDMCDAB

E−
(−)AD+BD+CDMDABC

E holds. This is done by grouping together terms which
involve derivatives of the d

∑

ABC RABC
D, and replacing d

∑

ABC RABC
D via

BI1 by terms of the torsion. The occurring commutators which act on the
torsion are then evaluated by (4.1). All terms are canceled because of BI1
(see Appendix B). Now we show that every MABCD

E has to vanish. The
structure group consists of the Lorentz generators

(Gab)C
D =





(Gab)c
d 0 0

0 (σab)α
β 0

0 0 (σab)
α̇
β̇



 (4.25)

with (Gab)c
d = −(ηacδb

d − ηbcδad). Observe that MABCD
E has the structure

of a generator, therefore it vanishes by definition if it does not have the
index picture of a generator. Take A,B,C spinorial and D,E spacetime
like shows Mαβγd

e = 0. Now take for A,B,C one vector index and two
spinor indices. Choosing vector indices for D,E shows Maβγd

e −Mβγda
e =

0 ⇒ Mβγad
e − Mβγda

e = 0. The object Mβγdae is antisymmetric in a, e
and symmetric in a, d and therefore has to vanish. Now take for A,B vector
indices, for C a spinor index and for D,E spinor indices of the opposite type:
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Mabαβ̇
γ̇ = 0 and Mabα̇β

γ = 0. It remains the index picture where A,B,C

are vectorial. Chose D,E spinorial, then Mabcα
β = 0. Putting everything

together and using the linear independence of the Lorentz generators Gab

shows MABC
ab = 0, which are the second Bianchi Identities.

The statement also holds with additional generators for internal symme-
tries. The theorem decreases the number of consistency checks one has to do
if equations on the torsions are imposed. Using the first Bianchi identities it
can be shown that the curvature can be expressed in terms of the torsions
and the covariant derivatives [dr79]. Therefore in supergravity the curvature
is a redundant object and the equations of motion and the constraints should
be formulated as conditions for the torsion.

To find the most general local action that is invariant under a given gauge
algebra the BRST formalism can be used to derive the descent equations,
which reduce the problem to the computation of cohomologies of (super) Lie
algebra [br92].
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Appendix A

Noether charges for SUSY

Task

Take a supersymmetric lagrangian and calculate the Noether charges Qα,Qα̇

for a susy transformation. Then calculate the Dirac bracket, which is the
constrained pendant to the Poisson bracket and perform canonical quantiza-
tion (alternatively to the Dirac procedure one could go into the first order
formalism). Prove that the sign for the graded commutator {Qα, Qα̇} is cor-
rect (i.e. it has to imply positive energy). Otherwise one has to change a
sign in the SUSY algebra such that it gets correct.

Signs

The anti-commutator relation for the Noether charges {Qα, Qα̇} = 2σmαα̇Pm
implies positive energy. In the rest frame it has with the chosen conventions
the form {Qα, Qα̇} = 2δαα̇P0 , with the energy P0 = H which is assumed to
be positive. In quantum mechanics this means a positive expectation value.
On the other hand 〈ψ, {Qα, Qα̇}ψ〉 = 〈ψ,QαQα̇ψ〉 + 〈ψ,Qα̇Qαψ〉 =‖ Qαψ ‖
+ ‖ Qα̇ψ ‖≥ 0 in a positive definit Hilbert space. Therefore the sign of the
anticommutator of the charges is fixed, if positive energy is assumed. Positive
energy and the choice of η together with the Legendre transformation also
fixes the global sign of the supersymmetric Lagrangian density. It must
have the form L = +∂nφ∂

nφ.... This also fixes the sign for the Noether
current. H = P0 =

∫
T 0

0 therefore the energy momentum tensor T 0
a must

have the sign T 0
a = ∂aΩ

i ∂L
∂(∂0Ωi)

− δ0
aL to assure positive energy (then T 0

0 =

2∂0φ∂0φ − ∂nφ∂nφ = +
∑3

n=0 ∂nφ∂nφ =
∑3

n=0|∂nφ|2 ≥ 0). Since T 0
a is the

Noether current which is obtained by translations, a general Noether current
should have the sign JmI = δIΩ

i ∂L
∂(∂mΩi)

−Km
I
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SUSY transformation

Take the supersymmetric Lagrangian density

L = +∂nφ∂
nφ+

i

2
(χασmαα̇∂mχ

α̇ + χα̇σ
mα̇α∂mχα) + FF (A.1)

Starting with a chiral field φ and an antichiral one φ, the field content is then

Dα̇φ = 0 χα :=
1√
2
Dαφ F := −1

4
D2φ (A.2)

Dαφ = 0 χα̇ :=
1√
2
Dα̇φ F := −1

4
D

2
φ

The SUSY transformation is then of the form

s = ξαDα + ξ
α̇
Dα̇ (A.3)

[s, ∂m] = 0

where the parameters ξ ξ commute. Therefore the SUSY transformation
has an odd grading, although the index picture is even. Assuming that the
commutator of the spinorial derivatives has the sign {Dα, Dα̇} = 2iσmαα̇∂m,
the SUSY transformation of the fields is then

sφ =
√

2ξχ sφ = −
√

2ξχ

sχα =
√

2(ξαF + iσmαα̇ξ
α̇
∂mφ) sχα̇ = −

√
2(ξ

α̇
F + iσmα̇αξα∂mφ)

sF =
√

2iσmαα̇ξ
α̇
∂mχ

α F = −
√

2iσmαα̇ξ
α∂mχ

α̇

Using the Leibnitz rule the variation of the Lagrangian density is given
by

sL = (s∂nφ)(∂nφ) + (s∂nφ)(∂nφ)+ (A.4)

+
i

2
[(sχα)σmαα̇∂mχ

α̇ − (s∂mχ
α̇)σmαα̇χ

α+

+ (sχα̇)σ
mα̇α∂mχα − (s∂mχα)σ

mα̇αχα̇]+

+ (sF )F + (sF )F
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Plugging in the expressions for the field transformations

sL = ∂n(
√

2ξχ)(∂nφ) + ∂n(−
√

2ξχ)(∂nφ)+ (A.5)

+
i

2
[εαβ
√

2(ξβF + iσm
ββ̇
ξ
β̇
∂mφ)σnαα̇∂nχ

α̇−

−
√

2∂n(−)(ξ
α̇
F + iσmα̇βξβ∂mφ)σnαα̇χ

α+

+ εα̇β̇(−)
√

2(ξ
β̇
F + iσmβ̇βξβ∂mφ)σnα̇α∂nχα−

−
√

2∂n(ξαF + iσm
αβ̇
ξ
β̇
∂mφ)σnα̇αχα̇]+

+
√

2iσmαα̇ξ
α̇
(∂mχ

α)F −
√

2iσmαα̇ξ
α(∂mχ

α̇)F

collecting terms where F and F occur gives a total derivative

i

2
[
√

2ξαFσnαα̇∂nχ
α̇ +
√

2∂n(ξ
α̇
F )σnαα̇χ

α− (A.6)

−
√

2ξα̇Fσ
nα̇α∂nχα −

√
2ξα∂nFσ

nα̇αχα̇]+

+
√

2iσmαα̇ξ
α̇
(∂mχ

α)F −
√

2iσmαα̇ξ
α(∂mχ

α̇)F

=
i√
2
[ξα̇Fσ

nα̇α∂nχα + ∂n(ξ
α̇
F )σnαα̇χ

α − ξαFσnαα̇∂nχα̇ − σnαα̇ξα(∂nχα̇)F ]

= ∂n(
i√
2
ξσnχF − i√

2
ξσnχF )

The remaining terms are then

√
2∂n(ξχ)(∂nφ)−

√
2∂n(ξχ)(∂nφ)− (A.7)

− 1√
2
[εαβσm

ββ̇
ξ
β̇
(∂mφ)σnαα̇(∂nχ

α̇)
︸ ︷︷ ︸

ξ
β̇
(∂mφ)(σnσm)α̇

β̇
(∂nχα̇)

+ ∂n(σ
mα̇βξβ∂mφ)σnαα̇χ

α

︸ ︷︷ ︸

(1)

−

− εα̇β̇σmβ̇βξβ(∂mφ)σnα̇α(∂nχα)
︸ ︷︷ ︸

ξβ(σnσm)β
α(∂mφ)(∂nχα)

− ∂n(σmαβ̇ξ
β̇
∂mφ)σnα̇αχα̇

︸ ︷︷ ︸

(2)

]

Use σ matrix relations

(1) ∂n(σ
mα̇βξβ∂mφ)σnαα̇χ

α = ξβ(∂n∂mφ)(σnσm)βαχ
α (A.8)

= ξβ(∂n∂mφ)[−(σmσn)βα + 2ηnmδβα]χ
α

= −2ξχ(∂m∂mφ)− ξβ(σmσn)βα(∂n∂mφ)χα

= −2ξχ(∂n∂nφ)− ξβ(σnσm)βα(∂m∂nφ)χα

= −2ξχ(∂n∂nφ)− ξβ(σnσm)βα(∂n∂mφ)χα
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(2) ∂n(σ
m
αβ̇
ξ
β̇
∂mφ)σnα̇αχα̇ = ξ

β̇
(∂n∂mφ)(σnσm)α̇

β̇
χα̇ (A.9)

= ξ
β̇
(∂n∂mφ)[−(σmσn)α̇

β̇
+ 2ηnmδα̇

β̇
]χα̇

= −2ξχ(∂m∂mφ)− ξβ̇(∂n∂mφ)(σmσn)α̇
β̇
χα̇

= −2ξχ(∂n∂nφ)− ξβ̇(∂m∂nφ)(σnσm)α̇
β̇
χα̇

= −2ξχ(∂n∂nφ)− ξβ̇(∂n∂mφ)(σnσm)α̇
β̇
χα̇

In the last two lines a change of the summation index was performed m↔ n
and the partial derivatives interchanged. The splits (1) and (2) show that
the remaining terms of sL add up to total derivatives.

√
2∂n(ξχ∂

nφ)−
√

2∂n(ξχ∂nφ)+ (A.10)

+
1√
2
∂n[ξβ(σ

nσm)βα(∂mφ)χα]− 1√
2
∂n[ξ

β̇
(∂mφ)(σnσm)α̇

β̇
χα̇]

Putting together all terms, the SUSY transformation of the given Lagrangian
density is then of the form.

sL = ∂nK
n (A.11)

Kn =
√

2ξχ∂nφ−
√

2ξχ∂nφ+ (A.12)

+
1√
2
χσnσmξ(∂mφ)− 1√

2
χσnσmξ(∂mφ)+

+
i√
2
ξσnχF − i√

2
ξσnχF

This shows that the SUSY transformation is indeed a symmetry transforma-
tion. The explicit form of Kn is necessary to calculate the Noether current
and Noether charges.

Noether currents

The Noether current is given by the expression Jnsusy = sΩi ∂L
∂(∂nΩi)

− Kn
susy

where Ωi ∈ {φ, φ, χ, χ, F, F}. For the given Lagrangian density the second
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term is already calculated (13), whereas the first term is given by

sΩi ∂L
∂(∂nΩi)

= (sφ)(∂nφ) + (sφ)(∂nφ)+ (A.13)

i

2
[−(sχα̇)χασnαα̇ − (sχα)χα̇σ

nα̇α]

=
√

2ξχ(∂nφ)−
√

2ξχ(∂nφ)+

+
i

2
[
√

2(ξ
α̇
F + iσmα̇βξβ∂mφ)χασnαα̇ −

√
2(ξαF + iσm

αβ̇
ξ
β̇
∂mφ)χα̇σ

nα̇α]

=
√

2ξχ(∂nφ)−
√

2ξχ(∂nφ) +
i√
2
[ξσnχF − ξσnχF ]

+
1√
2
[χσnσmξ(∂mφ)− χσnσmξ(∂mφ)]

Therefore the Noether current can be written as

Jnsusy =
√

2[χσnσmξ(∂mφ)− χσnσmξ(∂mφ)] (A.14)

Now split the current according to the transformation parameters ξα and ξ
α̇

in order to get the chiral and anitchiral currents:

Jnsusy = ξαJnα + ξ
α̇
J
n

α̇ (A.15)

Jnα =
√

2εαβ(χσ
nσm)β(∂mφ)

=
√

2(χσnσm)α(∂mφ)

J
n

α̇ =
√

2(χσnσm)α̇(∂mφ)

Noether charges

The Noether charges are obtained by integrating over the spacial variables
of the zero component of the currents.

Qα =

∫

d3xJ0
α =

∫

d3x
√

2(χσ0σm)α(∂mφ) (A.16)

Qα̇ =

∫

d3xJ0
α̇ =

∫

d3x
√

2(χσ0σm)α̇(∂mφ)

Remark : One could have used the bosonic SUSY transformation s = ξαDα+

ξ
α̇
Dα̇ with anticommuting parameters ξ, ξ. Then the result would be the

same.
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Dirac procedure

Since in the lagrangian density occur fermions and auxiliary fields, the con-
jugated momenta are not all free. One has to deal with a constrained system.
In this case the constraints are second class. So the Dirac bracket has to be
used, when the system is quantized [HE92]. Denote the constraints by φA.
Then the Dirac bracket is defined by

{F,G}D = {F,G}PB − {F, φA}PBC−1AB{φB, G}PB (A.17)

where the matrix C−1AB is the inverse of the matrix CBD := {φB, φD}PB,
C−1ABCBD = δAD. The conjugated momenta πΩi = ∂L

∂(∂0Ωi)
are

πφ = ∂0φ πα := πχα = − i
2
χα̇σ

0α̇α πF = 0 (A.18)

πφ = ∂0φ πα̇ := πχα̇ = − i
2
χασ0

αα̇ πF = 0

The constraints πF = πF = 0 give the secondary constraints F = F = 0
(Take e.g. πF the Poisson bracket with all constraints vanishes. Therefore
the extraconstraint 0 = {πF , H}PB = F has to be imposed). Denoting the
constraints by φA, they can be summarized to

φα = πα +
i

2
χα̇σ

0α̇α φπF
= πF φF = F (A.19)

φα̇ = πα̇ +
i

2
χασ0

αα̇ φπF
= πF φF = F

The Noether charges are then in the Hamiltonian picture of the form of the
form

Qα =

∫

d3x2
√

2iπ(σ0απφ − ~σα~∇φ) (A.20)

Qα̇ =

∫

d3x2
√

2iπ(σ0α̇πφ − ~σα̇~∇φ) (A.21)

In order to compute {Qα, Qα̇}D one splits the bracket into contributions
from the bosonic fields φ, φ where it just reduces to the ordinary Poisson
bracket because there are no constraints on them and contributions from the
fermionic fields χ, χ, where the Dirac bracket has to be evaluated. There
are no contributions from the auxiliary fields because they don’t occur in the
charges. In the following the convention ~σ = (σ1, σ2, σ3) will be used. It will
always be assumed that the fields vanish at infinity rapidly enough such that
integration by parts yields vanishing boundary terms. Thus, integrating by
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parts, introducing the charge densities Q Q and calculating the φ,πφ part
gives

∫

(
Qα
∂φ

Qα̇
∂πφ
− Qα
∂πφ

Qα̇
∂φ

) = −8

∫

(~∇πβ̇)~σ
β̇β
εαβπ

γσ0γα̇ (A.22)

Analogously for the φ, πφ part.

∫

(
∂Qα
∂φ

∂Qα̇
∂πφ

− ∂Qα
∂πφ

∂Qα̇
∂φ

) = 8

∫

πβ̇σ
β̇β
0 εαβ ~∇πγ~σγα̇ (A.23)

In order to be able to compare the results with the energy and momentum of
the given Lagrangian later on, the above results will be spaned in the basis
of the σnαα̇ matrices (for the given index structure and in 2 dimensions the
only basiselements are the σnαα̇ matrices ). Especially for (A.22)

−8

∫

(~∇πβ̇)~σ
β̇β
εαβπ

γσ0γα̇ = σnαα̇Z
n = σ0αα̇Z0 − ~σαα̇ ~Z (A.24)

The components can be calculated by contracting with σnα̇α using the rela-
tion tr σmσn = 2ηmn. For Z0 contract with σ0α̇α and for Zk k 6= 0 contract
with σkα̇α.

2Z0 = −8

∫

(~∇πβ̇)~σ
β̇β
εαβπ

γσ0γα̇σ0α̇α (A.25)

= 8

∫

πγ(~∇πβ̇)εαβδαγ = −8

∫

π~σ~∇π

2Zk = −8

∫

πσ0σk~σ~∇π k 6= 0 (A.26)

The same applies to (A.23)

8

∫

πβ̇σ
β̇β
0 εαβ ~∇πγ~σγα̇ = σ0αα̇Y0 − ~σαα̇~Y (A.27)

Y0 = −4

∫

π~σ~∇π (A.28)

Yk = −4

∫

π~σσkσ0
~∇π k 6= 0 (A.29)

Putting (A.22) and (A.23) together the bosonic part of the Poisson bracket
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reads

{Qα, Qα̇}bosD = {Qα, Qα̇}bosPB (A.30)

= −8σ0αα̇

∫

π~σ~∇π

+ 4
3∑

n,k=1

σkαα̇

∫

π (σnσkσ0 + σ0σkσn) ∂nπ k 6= 0

= −8σ0αα̇

∫

π~σ~∇π − 8~σαα̇

∫

πσ0
~∇π

Where use of the formula σnσkσ0 + σ0σkσn = 2ηknσ0 = −2δknσ0 (Appendix
C) was made.
In order to get the fermionic contributions one has to calculate the functional
matrix CAB. Since the auxiliary fields F ,F don’t occur in the charges it’s
enough to consider Cαβ.

Cβγ(~x− ~y) =

( {φβ(~x), φγ(~y)}PB {φβ(~x), φγ̇(~y)}PB
{φβ̇(~x), φγ(~y)}PB {φβ̇(~x), φγ̇(~y)}PB

)

= (A.31)

=

(
0 iσ0

βγ̇δ(~x− ~y)
iσ0
γβ̇
δ(~x− ~y) 0

)

The inverse matrix is given by

C−1γδ(~y − ~z) =

(

0 −iσ0δ̇γδ(~y − ~z)
−iσ0γ̇δδ(~y − ~z) 0

)

(A.32)

The Poisson brackets {Qα, φγ̇} and {φδ, Qα̇} vanish. Therefore the only con-

tribution to the Dirac bracket from C−1γδ is of the index picture C−1γδ̇. The
remaining Poisson brackets are

{Qα, φγ(~y)}PB =
√

2∂mφ(~y)σmαµ̇σ
µ̇µ
0 εγµ (A.33)

=
√

2(πφ(~y)εγα − ~∇φ(~y)~σαµ̇σ
µ̇µ
0 εγµ)

{φδ̇(~z), Qα̇}PB =
√

2∂nφ(~z)σnν̇νσ0νδ̇εα̇ν̇

=
√

2(πφ(~z)εα̇δ̇ − ~∇φ(~z)~σ
ν̇ν
σ0νδ̇εα̇ν̇)
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Putting everything together the Dirac bracket for the fermionic part is then

{Qα, Qα̇}fermD = {Qα, Qα̇}fermPB
︸ ︷︷ ︸

=0

− (A.34)

−
∫

d3y

∫

d3z{Qα, φγ}PB(~y)C−1γδ̇δ(~y − ~z){φδ̇, Qα̇}PB(~z)

= 2i

∫

d3y (πφ(~y)εγα − ~∇φ(~y)~σαµ̇σ
µ̇µ
0 εγµ)σ

0δ̇γ

(πφ(~y)εα̇δ̇ − ~∇φ(~y)~σ
ν̇ν
σ0νδ̇εα̇ν̇)

= −2i

∫

{σ0αα̇(πφπφ + ~∇φ~∇φ)− ~σαα̇(πφ~∇φ+ πφ
~∇φ)}

The term with ~∇φ~∇φ is obtained by symmetrizing, integrating twice by parts
and the use of the σ matrix relation σaσbσc+σcσbσa = 2(−ηacσb+ηbcσa+ηabσc)

∫

(~∇φ~σαµ̇)σµ̇µ0 εγµσ
0δ̇γ(~∇φ~σν̇ν)σ0νδ̇εα̇ν̇ (A.35)

= −
3∑

m,n=1

∫

∂nφ∂mφ(σnσ0σm)αα̇

= −1

2

3∑

m,n=1

{
∫

∂nφ∂mφ(σnσ0σm)αα̇ +

∫

∂mφ∂nφ
︸ ︷︷ ︸

PI
=

R

∂nφ∂mφ

(σmσ0σn)αα̇}

= −1

2

3∑

m,n=1

∫

∂nφ∂mφ (σnσ0σm + σmσ0σn)αα̇
︸ ︷︷ ︸

=2δnmσ0αα̇

= −σ0αα̇

3∑

n=1

∫

∂nφ∂nφ

= −σ0αα̇
~∇φ~∇φ

Putting all the terms together gives the Dirac bracket for the charges

{Qα, Qα̇}D =− 2iσ0αα̇

∫

(πφπφ + ~∇φ~∇φ− 4iπ~σ~∇π) (A.36)

+ 2i~σαα̇

∫

(πφ~∇φ+ πφ
~∇φ+ 4iπσ0

~∇π)

Energy-momentum-tensor

Energy and momentum are the Noether charges of the symmetry transforma-
tions along the four spacetime directions. For a given action one starts with
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the corresponding currents which are often called energy-momentum-tensor

T ba = ∂aΩ
i ∂L
∂(∂bΩi)

− δbaL. (A.37)

Spacial integration over the zero component leads to the energy and momen-
tum of the system Pa =

∫
d3yT 0

a where the a = 0 component is the energy.
For the given Lagrangian density this gives for the energy

P0 = P bos
0 + P ferm

0 −
∫

FF (A.38)

P bos
0 =

∫

(∂0φ∂0φ+ ~∇φ~∇φ)

P ferm
0 =

∫
i

2
(χ~σ~∇χ+ χ~σ~∇χ)

PI
= i

∫

χ~σ~∇χ

and for the momenta

Pn = P bos
n + P ferm

n n 6= 0 (A.39)

P bos
n =

∫

(∂nφ∂0φ+ ∂nφ∂0φ) (A.40)

P ferm
n =

∫
i

2
(χσ0∂nχ+ χσ0∂nχ)

PI
= i

∫

χσ0∂nχ

These quantities are written in terms of the Lagrangian variables. In order
to compare them with the Dirac bracket they have to be translated into the
phase space coordinates.

P bos
0 =

∫

(πφπφ + ~∇φ~∇φ) P ferm
0 = −4i

∫

π~σ~∇π (A.41)

n 6= 0 P bos
n =

∫

(∂nφπφ + ∂nφπφ) P ferm
n = 4i

∫

πσ0∂nπ (A.42)

Quantization

With the expressions for energy and momentum (A.36) reads

{Qα, Qα̇}D = −2iσnαα̇Pn (A.43)

In order to quantize this relation the canonical quantization rule i{A,B}D →
[A,B] has to be applied. This gives

{Qα, Qα̇} = 2σnαα̇Pn (A.44)

which has the same sign as in the algebra. Therefore the choice of the signs
is consistent.
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Appendix B

Relation for Dragon’s Theorem

We have to check

MABCD
E − (−)AB+AC+ADMBCDA

E + (−)AC+AD+BC+BDMCDAB
E− (B.1)

(−)AD+BD+CDMDABC
E(−)AB+AC+AD+BC+BD+BAMCDAB

E

− (−)AB+AC+AD+BC+BD+BA+CD+CA+CBMDABC
E

= 0

using the Bianchi identities and formula (4.1). One could think of dealing
with (graded) cyclic sums whose elements are the cycles Cr of the permuta-
tion group Pn d

∑

i1···in Xi1···in =
∑

Cn∈Pn
Xi1···in. The sum has n elements.

Since
∑

Cn+1∈Pn+1
Xin+1

∑

Cn∈Pn
Xi1···in 6=

∑

Cn+1∈Pn+1
Xi1···in+1 (just count

the number of elements. left: (n + 1)n, right: n + 1) it is better to think of
totally (graded) antisymmetrized objects, where all elements π ∈ Pn of the
permutation group act. Here one has X[in+1X[i1···in]] = X[i1···in+1].

Start with an object with n indices which is anti-symmetric in n− 1 indices:
Xi1···in = Xi1[i2···in]. In order to get the whole object anti-symmetrized one
has to antisymmetrize i1 with every ij ∈ {i2 · · · in}. These are alltogether
n terms. Using again anti-symmetry one gets sort of a cyclic sum, with
possible signs. These signs depend on the order of Pn i.e. on the number of
transpositions which occur in the cycle. A cycle of n elements is generated by
n−1 transpositions. Therefore for each cycle there will be a factor of (−)n−1.
HenceX[i1···in] = Xi1···in+(−)n−1Xi2···i1+(−)2(n−1)Xi3···i2+cyclic when the last
n− 1 indices are anti-symmetrized. The same formula holds for graded anti-
symmetry with additional signs depending on the grading of the indices. As
example consider the graded anti-symmetrization of XABC which is already
graded anti-symmetric in the last two indices. Since n = 3 the only signs
come from the grading of the indices X[ABC] = XABC + (−)AB+ACXBCA +
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(−)AB+AC+CB+ABXCAB. If X[ABC] = 0 then this can be cast into the form
(−)ACXABC +(−)BAXBCA+(−)CBXCAB = 0. A comparison with the (first)
bianchi identity, which is graded anti-symmetric in two indices, shows that
it can be written as a total graded anti-symmetrization. Repeating this then
with n = 4 (B.1) is a total graded antisymmetrization. Summarizing, we
have to show

M[ABCD]
E = 0 (B.2)

where [ABCD] stands for total graded anti-symmetrization with respect to
ABCD , which will be sometimes denoted by [· · · ]ABCD too. The data are
the first Bianchi Identity, which reads

D[ATBC]
E + T[AB

KTKC]
E − F[ABC]

E = 0 (B.3)

and the transformation property of the torsion,

[DA,DB]TCD
E = −TABKDKTCDE−FABCKTKDE+FABD

KTKC
E+FABK

ETCD
K

(B.4)
The first observation is for the field strength FABC , which is anti-symmetric
in the first indices

F[ABC] = F[A[BC]] = FA[BC] + FB[CA] + FC[AB] (B.5)

= FA[BC] + FBCA − FBAC + FCAB − FCBA
= 2FA[BC] + F[BC]A
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now calculate

M[ABCD]
E = D[AFBCD]

E + T[AB
KFKCD]

E (B.6)

(B.3)
= D[A(D[BTCD]

E + T[BC|
KTK|D]]

E) + T[AB|
KFK|CD]

E

=
1

2
[D[A,DB]TCD]

E +D[A(TBC|
KTK|D]

E) + T[AB|
KFK|CD]

E

(B.4)
=

1

2
(−T[AB

KDKTCD]
E −F[ABC|

KTK|D]
E + F[ABD|

KTK|C]
E

︸ ︷︷ ︸

=2F[ABD|
KTK|C]

E

+F[AB|K
ET|CD]

K)

+D[A(TBC|
KTK|D]

E) + T[AB|
KFK|CD]

E

=






1

2
TAB

K(2DCTKDE −DKTCDE
︸ ︷︷ ︸

=D[CTKD]
E

+ 2FKCD
E + FCDK

E

︸ ︷︷ ︸

=F[KCD]
E

)






ABCD

+

[
(FABD

K −DATBDK)TKC
E
]

ABCD

(B.3)
=




1

2
TAB

K(D[CTKD]
E +D[KTCD]

E

︸ ︷︷ ︸

=0

+T[KC|
NTN |D]

E)





ABCD

+



(DATBDK −DATBDK)TKC
E

︸ ︷︷ ︸

=0

+TAB
NTND

KTKC
E





ABCD

=







TAB

N (−1

2
T[CD

KTN ]K
E − TN [D

KTC]K
E)

︸ ︷︷ ︸

= 1
2
T[DC

KTN]K
E








ABCD

= −1

2
T[AB

NTCD]
KTENK = 0
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Appendix C

Notation, Convention,
Formulas

Conventions

• Metric η = diag(+,−,−,−)

• Use leftderivatives

• Graded commutator [A,B] = AB − (−)|A||B|BA

• Anticommutator {A,B} = AB +BA

• Legendre transformation H(q, p) = q̇ipi − L(q, q̇) ⇒ pi = ∂L
∂q̇i

• Graded poisson bracket {A,B}PB = (−)iA( ∂A
∂qi

∂B
∂pi
− (−)i ∂A

∂pi

∂B
∂qi )

• Quantization rule i{A,B}PB → [A,B]. For second class constrained
systems: Diracbracket i{A,B}D → [A,B]

• δ
δφ(x)

functional derivative
∂
∂φ

partial derivative with respect to the (jet space) variable

• Van der Waerden Notation

• εαβεβγ = δαγ (Wess-Bagger)

• Overall index A ∈ {a, α, α̇}, for spinorial indices α ∈ {α, α̇}, where
ηα̇ := ηα̇.

• Summation conventions. Undotted North-West: ΨαΦα. Dotted North-

East: Ψα̇Φ
α̇
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σ matrices

σ0 = 1, σ1 =

(
0 1
1 0

)

, σ2 =

(
0 −i
i 0

)

, σ3 =

(
1 0
0 −1

)

(C.1)

complex conjugation by transposition σ∗ = σT in components σm∗
αβ̇

= σmβα̇
ε intertwines ~σ and −~σ ∗, hence also σa and (σa)T .

σmαα̇ = εαβεα̇β̇σm
ββ̇

(C.2)

Conjugation

We define complex conjugation by (φχ)∗ = (−)|φ||χ|φ∗χ∗, whereas we de-
fine hermitian conjugation as † = ∗ ◦ t, which means for objects with matrix
indices only (not in the functional analytical sense). For the covariant deriva-
tives one usually sets: Dα̇ = D∗

α in accordance with {Dα, Dβ̇} = 2iσm
αβ̇
∂m. In

Superspace the coordinates are related by θα∗ = θ
α̇
. Because of R ∋ ∂

∂θα θ
α =

− ∂

∂θ
α̇ θ

α̇
the complex conjugate of the partial derivative is ∂

∂θα

∗
= − ∂

∂θ
α̇ .

Formulas

σaσbσc + σcσbσa = 2(−ηacσb + ηbcσa + ηabσc) σnαα̇σ
β̇β
n = 2δβαδ

β̇
α̇ (C.3)

(σmσn + σnσm)βα = 2ηmnδβα Trσmσn = 2ηmn (C.4)

DαDβDγ = 0 Dα̇Dβ̇Dγ̇ = 0 (C.5)

DαDβ =
1

2
εαβD

2 DαDβ = −1

2
εαβD2

(C.6)

Dα̇Dβ̇ = −1

2
εα̇β̇D

2
D
α̇
D
β̇

=
1

2
εα̇β̇D

2
(C.7)

[D2, Dα̇] = 4i/∂αα̇D
α [D

2
, Dα] = −4i/∂αα̇D

α̇

(C.8)

D2D
2
+D

2
D2 = 2DαD

2
Dα − 16� (C.9)

[D2, D
2
] = 8iD/∂D + 16� D2Dα̇D

2 = 0 (C.10)

(/∂/∂)βα = �δβα /∂ /∂ = 2� (C.11)
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Poisson brackets in field theory

The graded Poisson bracket is defined by {A,B}PB = (−)iA( ∂A
∂qi

∂B
∂pi
−(−)i ∂A

∂pi

∂B
∂qi ).

This is the definition for finite degrees of freedom. There are two ways to
adapt the Poisson bracket to field theory: changing the reading rules or
changing the writing rules. A change of the reading rules lead to the de Wit
notation [De84]. {A,B}PB = (−)iA( ∂A

∂φi
∂B
∂πi
− (−)i ∂A

∂πi

∂B
∂φi ). The index i has

the double duty to label the fields and the space points. Summation is then
a combination of summing of the field indices and integrating over space at
equal times. In a less condensed notation the Poisson bracket reads then
(changing the writing rules):

{A,B}PB = (−)iA
∑

i

∫

d3x(
δA

δφi(x)

δB

δπi(x)
− (−)i

δA

δπi(x)

δB

δφi(x)
) (C.12)

{φ(~x, t), π(~y, t)}PB = δ(~x− ~y) (C.13)
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Thank you!

An dieser Stelle möchte ich mich bei meinen Eltern bedanken. Bei meinem
Vater weil er mir ein nie in Frage gestelltes Studium ermöglicht hat, und bei
meiner Mutter, weil sie meine Mama ist.

Ganz besonderen Dank gilt meinem Betreuer Max Kreuzer, der sich immer
für mich Zeit genommen hat und von dem ich sehr viel gelernt habe.

... Elmar, Christoph, Maria, Max, Michi, Mickael, Niels, Rashid, Sebas-
tian, Stefan: danke für eure Geduld mit mir, den Spaß, den Kaffee - es war
mir eine große Freude neben euch zu sitzen.

64



Bibliography
[BU98] I.L.Buchbinder, S.M.Kuzenko, Ideas and Methods of Supersymmetry and

Supergravity. Or a Walk Through Superspace (IOP Publishing, Bristol
1998)

[FU97] J.Fuchs, C.Schweigert, Symmetries, Lie algebras and representations

(Cambridge Univ. Press, Cambridge 1997).

[GA83] S.J. Gates, M.T. Grisaru, M Rocek, W. Siegel, SUPERSPACE, or One

thousand and one lessons in supersymmetry (Frontiers in Physics, Vol. 58,
Benjamin/Cummings, Massachusetts, 1983).

[HE92] M.Henneaux, C.Teitelboim, Quantization of Gauge Systems (Princeton
Univ. Press, Princeton 1992)

[MU89] M.Müller, Consistent classical supergravity theories, Lecture Notes in
Physics 336 (Springer, Berlin 1989)

[OL93] P.J.Olver, Application of Lie Groups to Differential Equations (Graduate
Texts in Mathematics Vol. 107, Springer, New York, 1993)

[WE83] J.Wess, J.Bagger, Supersymmetry and Supergravity, (Princeton Univ.
Press, Princteon 1983)

[De84] B.S.DeWitt, The spacetime approach to quantum field theory, in ‘Relativ-
ity, Groups and Topology II’, eds. B.S.DeWitt, R.Stora, Les Houches XL
’83 (North Holland, Amsterdam 1984) p.381

[br91] F.Brandt, Lagrangedichten und Anomalien in vierdimensionalen super-

symmetrischen Theorien Dissertation, Hannover 1991

[br92] F. Brandt, Lagrangians and anomaly candidates of D = 4, N = 1 Rigid

supersymmetry, Nucl. Phys. B392 (1993) 428;
Anomaly candidates and invariants of D = 4, N = 1 supergravity,

Class.Quant.Grav. 11 (1994) 849 hep-th/9306054
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